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The Role of Sleep Deprivation in Older Adults and the Development of Alzheimer’s Disease 

 
Alexis Smith 

 
Sleep is an important part of human life, yet an increasing amount of the American population is getting less than 

the 7-9 hours of recommended sleep per night. Sleep deprivation can result in cognitive impairment that is 

comparable to excessive consumption of alcohol.  Sleep deprivation also results in oxidative stress and an 

accumulation of β-amyloid proteins, both of which have well-established roles in the development of Alzheimer’s 

disease. In addition, sleep deprivation reduces several different types of antioxidants. These negative effects are 

seen in both chronic and acute sleep deprivation, and the effects tend to worsen with age. Even the brains of older 

adults who did not suffer from Alzheimer’s, though did experience poor sleep quality and less sleep duration, had 

the hallmarks of Alzheimer’s disease. Even if sleep deprivation does not directly lead to the development of 

Alzheimer’s, it still results in unnecessary stress in the brain. 
 

 

Introduction 

Sleep is an imperative part of a 24-hour day in 

the life of a human. According to the National Sleep 

Foundation, young adults and adults need a 

recommended 7-9 hours of sleep a night (National 

Sleep Foundation), though this is still debated among 

scientists today. However, despite this generally 

accepted recommendation among the public, 

Americans have decreased the amount of sleep they 

get per night by as much as 20% throughout the last 

century (Ferrara and de Gennaro, 2001 for review). 

Sleep deprivation is known to have effects on 

learning and memory, as well as cognitive 

functioning (Chee and Chuah, 2008). In fact, after 17 

hours of sustained wakefulness, cognitive and motor 

performance is comparable to impairment seen with a 

blood alcohol level of 0.05% (Drawson et al., 1997). 

After 24 hours of sustained wakefulness, or what 

some college students might refer to as “all-nighters,” 

impairment is similar to the blood alcohol level of 

0.10% (Dawson et al., 1997), which is 0.02% over 

the legal driving limit in America and 0.05% over the 

limit in Australia (Rajaratnam and Arendt, 2001).  

Sleep deprivation also causes oxidative stress, 

which is caused by a higher ratio of reactive oxygen 

species, a natural by-product of cellular activity, to 

antioxidant defenses within the brain (Melo et al., 

2011; Silva et al., 2004; Vollert et al., 2011; Alzoubi 

et al., 2012). In addition, sleep deprivation can result 

in an accumulation of β-amyloid proteins (Xie et al., 

2012). These proteins build up during wakefulness 

and sleep is necessary to clear them out of the 

interstitial fluid (Xie et al., 2012). Oxidative stress, 

one result of sleep deprivation, has a well-established 

role in the development of Alzheimer’s disease, as 

does β-amyloid proteins buildup (Markesbery, 1997 

for review). Therefore, because sleep deprivation 

leads to oxidative stress and β-amyloid protein 

accumulation, both of which are associated with 

Alzheimer’s disease, it follows that sleep deprivation 

could play a role in the development of Alzheimer’s 

disease. 

 

Oxidative Stress as a Result of Sleep Deprivation 

Mediated by Age 

Sleep deprivation leads to oxidative stress both 

during chronic and acute sleep deprivation. Rats that 

were sleep deprived for six weeks had an increase in 

oxidized glutathione (Alzoubi et al., 2012). 

Glutathione is an endogenous antioxidant, and thus 

an increase in oxidized glutathione, as opposed to 

reduced glutathione, indicates an increase in 

oxidative stress (Silva et al., 2004). Chronic sleep 

deprivation also resulted in a decrease in glutathione 

peroxidase, superoxide dismutase, and catalase, three 

endogenous enzymatic antioxidants in the 

hippocampus (Alzoubi et al., 2012). However, 

animals that were chronically sleep deprived and that 

also received Vitamin E, a known antioxidant, had 

levels of oxidized glutathione, glutathione 

peroxidase, superoxide dismutase, and catalase 

comparable to animals that were not sleep deprived 

(Ognjanovic et al., 2003; Alzoubi et al., 2012). 

Hence, the antioxidant Vitamin E stabilizes the 

changed levels of the parameters of oxidative stress 

from chronic sleep deprivation. 

 Similar effects are seen in acute sleep 

deprivation. In both rats and mice that were sleep 

deprived for 72 hours, glutathione levels were 

decreased, while the ratio of oxidized to reduced 

glutathione was increased (Silva et al., 2004; Kumar 

and Garg, 2008; Khadrawy et al., 2011). This change 

was not seen in control mice that experienced a 

stressful environment for that same period of time so 

these glutathione changes are not due to 

environmental stress (Silva et al., 2004; Kumar and 

Garg, 2008; Khadrawy et al., 2011). Lipid 

peroxidation, which is the cascade of the oxidation of 

fatty acids resulting in the generation of peroxyl 

radicals that can oxidize membrane proteins and 
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other nearby fatty acids was increased in the 

hippocampus after 72 hours of sleep deprivation 

(Halliwell and Chirico, 1993; Silva et al., 2004; 

Kumar and Garg, 2008; Khadrawy et al., 2011). 

However, hippocampal lipid peroxidation levels were 

lower in sleep-deprived animals treated with 

antioxidants, such as N-tert-butyl-a-phenylnitrone, a 

free radical spin-trapping compound, Vitamin E, and 

melatonin, (Carney et al., 1991; Silva et al., 2004). 

Sleep deprivation thus causes damage to lipids, 

which can have catastrophic effects on cells, but 

these effects are mediated by antioxidants. Another 

antioxidant measure that reduced oxidative stress 

from acute sleep deprivation is exercise (Vollert et 

al., 2011). Rats that exercised before the sleep 

deprivation did not experience the increase in any 

parameters of oxidative stress in the cortex, 

hippocampus, and amygdala that was seen in rats that 

were sleep deprived for just 24 hours but did not 

exercise (Vollert et al., 2011). Sleep deprivation 

anywhere from 24 hours and up to 6 weeks or longer 

leads to oxidative stress in the brain, but these effects 

are mediated by concomitant antioxidant treatment.  

While chronic and acute sleep deprivation results 

in similar levels of oxidative stress markers, the 

effects can be dependent on age. Acute sleep 

deprivation in juvenile rats resulted in an increase in 

glyoxalase and glutathione reductase, an endogenous 

antioxidant enzyme, in the hippocampus (Vollert et 

al., 2011). However, enzymatic antioxidant levels in 

the hippocampus decreased in young adult rats that 

experienced chronic sleep deprivation (Alzoubi et al., 

2012). This difference in antioxidant enzymatic 

activity could potentially be due to the length of the 

sleep deprivation, but it could also be due to the age 

at which the sleep deprivation occurred. Rats that 

were sleep deprived for 96 hours had a decrease in 

glutathione levels and superoxide dismutase activity 

in the hippocampus, but these decreases were greater 

in elderly rats compared to adults (Singh et al., 2008). 

In addition, older rats, even in the control group, had 

lower levels of glutathione and superoxide dismutase 

activity compared to the adults (Singh et al., 2008). 

However, further research needs to be conducted to 

more thoroughly understand the relationship between 

age and the oxidative stress effects of sleep 

deprivation.  

 

Sleep Deprivation Leads to Toxic β-amyloid 

Protein Accumulation Characteristic of 

Alzheimer’s Disease 

Sleep deprivation can cause oxidative stress in 

the brain in other indirect ways, as well. In both mice 

and humans, β-amyloid proteins increased in the 

interstitial fluid during wakefulness throughout the 

day and decreased during sleep at night (Kang et al., 

2009). During acute sleep deprivation, these β-

amyloid proteins levels increased, while in chronic 

sleep deprivation in amyloid precursor protein 

transgenic mice, β-amyloid plaques formed (Kang et 

al., 2009). These plaques are also found in older 

adults who did not have Alzheimer’s disease, and 

were associated with shorter sleep duration and lower 

sleep quality (Spira et al., 2013). Thus this hallmark 

of Alzheimer’s disease is seen in individuals who 

also suffer from sleep deprivation. Oxidative stress 

can cause non-aggregated β-amyloid proteins to 

become aggregated (Dyrks et al., 1992). These 

aggregated β-amyloid proteins initiate lipid 

peroxidation and generate free radicals, and the 

concentration at which these radicals are formed is 

strongly correlated with the toxicity of the β-amyloid 

proteins (Butterfield et al., 1994; Harris et al., 1995; 

Hensley et al., 1994). Therefore, sleep deprivation 

causes a build-up of β-amyloid proteins and oxidative 

stress, and oxidative stress in turn causes an 

aggregation of β-amyloid proteins, which then leads 

to increased oxidative stress in the brain. Sleep 

deprivation is thus very toxic and could potentially 

play a role in the development of Alzheimer’s 

disease.  

This is especially true, since sleep deprivation in 

Alzheimer’s disease is a common phenomenon 

(Craig et al., 2006). Patients with Alzheimer’s 

disease have a more difficult time falling asleep, and 

they wake up more often during the night (see 

Wolkcove et al., 2007 for review). In patients with 

Alzheimer’s disease, the rest-activity rhythm during 

sleep was very disruptive, and this correlated with the 

symptom severity (Witting et al., 1990; Bliwise et al., 

1995). This correlation was stronger in patients who 

were taking sedating drugs, which would imply that 

those patients had severely disturbed sleep-wake 

rhythms before the medication was prescribed 

(Witting et al., 1990). However, age, gender, and the 

use of psychoactive medications were unrelated to 

sleep disruption (Bliwise et al., 1995). Thus, the 

factor that correlates with sleep disruption is severity 

of the dementia of Alzheimer’s disease.  

 

Conclusion 

Sleep disruption is a very toxic, and potentially 

deadly, aspect of the busy 24-hour day that is now 

standard in our society (Ferrara and de Gennaro, 

2001). With the wide use of artificial lights, video 

streaming services, longer workdays, social 

commitments, and hectic schedules in general, it is 

not surprise that Americans are sleep deprived. The 

effort that people put into their daily busy schedules 

should also be applied to sleeping at least the 

minimal recommended 7-9 hours each night because 

the result of sleep deprivation, particularly in older 
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age, could lead to the development of Alzheimer’s 

disease. However, even if the end result were not the 

potential development of Alzheimer’s, sleep 

deprivation still adds an unnecessary stress on the 

brain with the addition of oxidative stress and β-

amyloid proteins, and all it would take to remedy this 

increase in stress would be to add a few extra hours 

of sleep every night (Alzoubi et al., 2012; Kang et al., 

2009). 
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Designing a Genetic Screen for α1-Antitrypson Deficiency Associated Emphysema 

 
Morgan Fuller and Lawrence T. Reiter, Ph.D., Department of Neurology, University of Tennessee 

 
Drosophila melanogaster was used to design a genetic screen for the purpose of identifying suppressors and 

enhancers of ATZ pathology. The first step in this process was to find a screenable phenotype. The GAL4/UAS 

system was employed to over-express ATZ, the human Z mutation, and nec, the fly homolog, in the eye, wing, fat 

body, epidermis, dorsal vessel and neurons. A few lines produced a screenable rough eye phenotype in the eye. A 

climbing assay was used to measure the effects of ATZ on the muscles. This assay will be helpful in future projects to 

see if the functional A1AT protein can be rescued. The knockdown of various serpins was additionally tested 

because these serpins have been shown to be homologs of nec. In the future, we hope this research leads to the 

development of new drug therapies for effected individuals. 

 
 

Introduction 

The serpin or serine proteinase inhibitor 

superfamily contains multiple proteins which 

function via a unique inhibition method that involves 

a conformational change (Huntington et al., 2000). 

This necessary conformational change unfortunately 

makes the serpins vulnerable to mutations that can 

result in a loss of function of the serpin protein 

(Carrell and Lomas, 2002). These mutations also 

result in the polymerization of the serpins, and the 

best characterized of these conditions remains α1-

antitrypsin deficiency (Lomas et al., 1992; Lomas 

and Carrell, 2002).  

α1-Antitrypsin (A1AT) deficiency  affects 1 in 

2800 individuals in North America with 96% of 

patients expressing the deleterious Z variant (Luisetti 

and Seersholm, 2004; Blanco et al., 2006). The Z 

mutation of A1AT (Glu
342
 Lys) results in liver 

cirrhosis and emphysema (Green et al., 2002). Under 

normal conditions, A1AT is produced in the 

hepatocytes and then released to circulate to the lungs 

(Green et al., 2002). A1AT ensures the lungs 

maintain elasticity by inhibiting neutrophil elastase 

and preventing degradation of elastin fibers (Brantly 

et al., 1988). Problems can arise when a homozygous 

Z variant (ATZ) results in a 10-15% decrease in 

functional A1AT (Brantly et al., 1988; Gooptu and 

Lomas, 2008). The accumulation of mutant α1-

antitrypsin in the liver leads to cell death and 

inflammation that eventually manifests in cirrhosis of 

the liver (Gooptu and Lomas, 2008). In the lungs, the 

lack of A1AT causes a loss of organization and 

structure that exemplifies the pathophysiology of 

emphysema.  

In this study, our goal was to identify 

suppressors or enhancers of ATZ pathology by 

performing an unbiased genetic screen in the 

common fruit fly Drosophila melanogaster. We 

specifically examined nec expression because it is a 

sequence homolog to A1AT in D. melongaster and 

because the nec protein is synthesized in the fly’s fat 

body, which is analogous to A1AT production in 

humans (Green et al., 2002). We also identified 

modifiers of α1-antitrypsin to elucidate the gene 

network that leads to the development of α1-

antitrypsin deficiency associated emphysema.  

 

Methods 

 

Fly Stocks 

We used the GAL4/UAS system (Duffy, 2002) 

to overexpress ATZ in specific non-essential and easy 

to score structures in D. melanogaster in order to 

generate a phenotype for genetic screening (Table 1). 

We overexpressed ATZ and nec in the eye, wing, fat 

body, epidermis, dorsal vessel and neurons with the 

goal of identifying a line that produced a phenotype. 

We also knocked down nec expression using publicly 

available UAS-shRNAi lines and Transgenic RNAi 

Project (TRiP) lines (2016). We examined the effects 

of the knock down of various serpin genes that mimic 

the behavior of A1AT in the fly by crossing them to 

three GAL4 driver lines, gmr-gal4, eye 3.5-gal4, and 

MS1096-gal4. All Drosophila stocks were obtained 

from the Bloomington Drosophila Stock Center at 

Indiana University (2016).  

Climbing Assay  

Using a muscle driver, mef-GAL4, we looked for 

measurable muscle related phenotypes when ATZ is 

over-expressed. We used a climbing assay previously 

described in Hatfield et al. (2015) and quantified the 

effect of ATZ over-expression on climbing ability in 

Drosophila. We specifically collected the 

overexpression lines mef-GAL4;UAS-ATZ and w-

;mef-GAL4 for these assays. Mouth pipetting was 

employed because anaesthetizing flies is known to 

have a negative effect on fly behavior. Each trial 

contained five flies that were collected three days 

post enclosure.  To begin each trial, the tube was 

tapped to force the flies to bottom, and the time was 
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Stock Number Genotype 

UAS Lines 

6775 P{UAS-f::nec-dsRNA}1, w
1118 

6774 w
1118

, P{UAS-f::nec-dsRNA}6; P{UAS-f::nec-dsRNA}7 

44228 w
*
, b

1
, nec

20
, cn

1
, bw

1
/Cyo; P{UAS-nec

9
}20 

Donated by Dr. Kang UAS-ATZ/TM6B 

GAL4 Drivers 

 Where expressed?  

8221 Eye y
1
, w

1118
, P{eye 3.5-GAL4.Exel}1 

9146 Eye w
1118

, P{GMR-gal4, w-}
2
/Cyo 

27390 Muscles y
1
, w

*
; P{w[+mc]=GAL4-mef2.R}3 

2736 Dorsal Vessel  w
*
; P{GawB}5108/Cyo 

6982 Fat Body  w
1118

; P{GawB}c564 

2735 CNS w
*
; P{GawB}C1003 

7026 Epidermis  y
1
w

*
; P{GawB}109-69/Cyo 

7149 Epidermis  w
*
; P{GawB}227 

42736 Epidermis P{GAL4}BG380; In(3L)D, D
1
/TM3, sb

1 

6990 Fat Body  w
1118

; P{GawB}C8559 

6984 Fat Body  P{Gaw}c754, w
1118 

TRiP Lines 

 Serpin Knockdown  

31757 Srp42Dc y
1
v

1
; P{TRiP.HM04068}attP2 

31979 Srp42Da y
1
v

1
; P{TRiP.JF03413}attP2/TM3, sb

1 

41613 Srp42Da y
1
v

1
; P{TRiP.GL01195}attP40 

41722 Srp42Da y
1
sc

*
v

1
; P{TRiP.HMS02288}attP2 

41972 Srp43Aa y
1
sc

*
v

1
; P{TRiP.HMS02370}attP40 

42818 Srp43Aa y
1
sc

*
v

1
; P{TRiP.GL01353}attP40 

41617 Srp42Dd y
1
v

1
; P{TRiP.GL01199}attP40 

43991 Srp42Dd y
1
sc

*
v

1
; P{TRiP.HMS02704}attP2 

41687  y 
1
sc

*
v

1
; P{TRiP.HMS02251}attP2 

 

Table 1. Fly Stocks Used in this Study 

 

measured for how long it took the flies to climb four 

centimeters up the tube. We stopped the timer when 

the first fly crossed the four centimeter line marked 

on the side of the tube. We waited one minute 

between each trial to allow the flies time to recover. 

After all the trials, we calculated an average climbing 

time and conducted a Student’s t-test to determine the 

statistical significance of our results.   

 

Imaging 

Pictures of fly eyes were taken with a Canon 

EOS Rebel T3 camera. Fly wings were dissected and 

mounted on slides with Cytoseal XYL. A Leica 

DM6000 upright microscope was used to capture 

images of the wings.  

 

Results 

 

ATZ Expressed in the Eye 

 The first experiment was to express wild type 

ATZ in the fly eye using the eye specific GAL4 driver 

gmr-GAL4.  Over-expression of wild type human 

ATZ does not produce a rough eye phenotype (Figure 

1). The rough eye phenotype develops when an over-

expression of a specific gene in the eye leads to fused 

eye units called ommatidia. The rough eye phenotype 

appears as necrotic spots.  

 

Expression in the Wing 

As an alternative tissue phenotype, we generated 

a wing specific phenotype using the wing specific 

driver MS1096-GAL4. MS1096-gal4, a strong GAL4 

driver across the entire wing, was used to drive ATZ 

expression (Figure 2). A possible phenotype appeared 

in offspring containing a knock down of nec and f 

using MS1096-gal4. The offspring with 

MS1096>6774 and offspring with MS1096>6775 

appeared to have a thickening of bristles and a thicker 

cross vein. The offspring with MS1096>ATZ did not 

show any wing phenotypes. Note, that 6774 and 6775 

lines contain a knockdown of both nec and f. A line 

with only a knockdown of nec was not publically 

http://flybase.org/reports/FBal0018607.html
http://flybase.org/reports/FBal0017656.html
http://flybase.org/reports/FBti0149883.html
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Figure 1. Over-expression of ATZ in the eye does not produce a 

rough eye phenotype. Three samples were taken from the 
experimental group, gmr>ATZ and three from the negative control 

UAS-ATZ. The red eye color signifies that these flies carry gmr. 

Because the eyes look normal and do not have any black, necrotic 
spots, a screenable phenotype was not found.   

 

available at the time. Crosses with 6774 and 6775 

were used to obtain preliminary data. In other words, 

we wanted to see if we could find a screenable 

phenotype first and if we did we would create a line 

of flies with only a knockdown of nec. 

Figure 2. (A, B) Control W- flies did not produce a wing 

phenotype. (C, D) MS1096>ATZ flies also did not produce a 

screenable phenotype. (E) The arrow points to a possible thickened 
row of bristles in a 6774>MS1096 sample. (F) 6775>MS1096 flies 

may exhibit a thickening of the bristles and/or a thicker crossvein 

exhibited by the arrows. 
 

Climbing Assay 

In order to look for over-expression phenotypes 

related to the role of ATZ in muscle, a climbing assay 

was performed on flies expressing ATZ with the 

muscle driver mef-gal4 (Figure 3). A significant 

difference in climbing time was found with mef-gal4; 

UAS-ATZ flies (1.82 ± 0.09 seconds) (average 

climbing time ± standard error) showing a decreased 

ability to climb as compared to control mef-gal4;+ 

flies (1.13 ± 0.08 seconds) (p value <0.013). 

 

 
Figure 3. Virgin mef-gal4 flies were crossed with male UAS-

ATZ/TM6B flies. Climbing assays were performed three days after 

enclosure. Four animals from each group were taken, and three 
trials were conducted on each fly. The error bars designate 

standard error and mef-gal4; UAS-ATZ flies showed a decrease in 

climbing speed when compared to control group (p < 0.013). 

 

nec Knock Down in the Eye  

Revisiting the gmr-gal4 driver, we crossed 6775 

males and virgin gmr-gal4 flies in order to generate a 

screenable phenotype.  In this case, we had to use fly 

stock 6775 which contained a knockdown of nec and 

a knockdown of f (Figure 4). An eye phenotype 

exhibiting necrotic spots was found only in female 

gmr> UAS-f::nec-dsRNA. No phenotypes were 

found in males because the UAS-nec insertion in 

stock 6775 is located on the X chromosome.  

Figure 4. ATZ homolog, 6775, produces necrotic spots when over 

expressed in the eye (A). The rough eye phenotype varies in 

intensity and shows an example of an extreme rough eye 
phenotype (B). Not all gmr>6775 flies, however, had necrotic 

spots (C). The control fly (D) did not result in a screenable 

phenotype.   
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In order to independently confirm this 

phenotype, the 6774 stock was crossed to a different 

eye specific GAL4 driver, eye 3.5-GAL4 (stock 

8221) (Figure 5). Note, that 6774 also contains a 

knockdown of nec. The offspring from this cross 

exhibited several necrotic spots beneath the 

ommatidia consistent with the results seen for gmr-

gal4 (Figure 4). 

Figure 5. ATZ homolog, nec, was over-expressed in the eye using 
the eye 3.5-GAL4 driver and the offspring exhibited necrotic spots 

beneath the ommatidia (A, B, C). The arrow (B) points to one spot. 

In these samples, the rough eye phenotype had a more speckled 
appearance.  There was no difference between genders. 

 

To rule out the effects of the f-RNAi construct in 

the 6774 stock we crossed gmr-gal4 to UAS-RNAi-f 

(f TRiP) alone. The offspring from the f TRiP line 

and gmr-gal4 cross produced no abnormal eye 

phenotypes (Figure 6) and the same result was 

produced using the eye 3.5-GAL4 driver (Figure 7). 

Figure 6. The offspring from the f TRiP and gmr-gal4 cross did 

not produce eye phenotypes. The experimental group (A, C), gmr 

> f TRiP, did not exhibit rough eyes which compares to the control 
group (B, D), f TRiP. There was no difference between genders. 

These results suggest that over-expression of nec is associated with 

the rough phenotype seen in Figure 4. 

 

nec
9
 Over-Expression in the Eye 

Returning to the gmr-gal4 driver, we crossed 

another nec line (44228 stock) to find a screenable 

phenotype. In the 44228 stock, nec
9
 is found in a P-

element on the third chromosome, nec
20

 is also found 

on the second chromosome. This line contains the 

same mutation found in ATZ which made it a 

promising strain. The cross produced offspring with 

fused ommatidia, a screenable rough eye phenotype 

(Figure 8).  

Figure 7. Two females (A, B) and two males (C, D) were selected 

from the experimental group, 3.5-gal4 > f TRiP. No rough eye 
phenotype was present. There was no difference between genders. 

The lack of an abnormal phenotype suggests that over-expression 

of nec is associated with the rough eye phenotype seen in Figure 5. 

Figure 8. About 50% of offspring produced the expected rough 
eye phenotype (A, B). The remaining half of offspring did not have 

rough eyes, but the exact genotype cannot be determined as the 
same balancer was used in the GAL4 driver and UAS construct (C, 

D). 

 

Discussion 

The experiments described here were designed to 

generate a new Drosophila over-expression model of 

A1AT deficiency to use in a screen for genes and 

proteins that interact with mutant ATZ (Figure 1). For 

the wing and fat body drivers, we were unable to 

generate a phenotype for screening.  However, we 

did generate a rough eye phenotype suitable for a 
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genetic screen by over-expressing the ATZ 

Drosophila homolog, nec, in the eye. There were a 

couple promising findings from a cross between 

UAS-f::nec-dsRNA; UAS-f::nec-dsRNA and eye3.5-

GAL4 (Figure 5) and a second cross between UAS-

f::nec-dsRNA and gmr-gal4 (Figure 4). However, we 

need to be cautious since lines 6774 and 6775 both 

contain a knockdown of both the nec and f genes. We 

predict that the knockdown of nec and not the 

knockdown of f alone results in the presence of 

necrotic spots in the eye since no phenotypes 

appeared after the cross between the f TRiP line and 

gmr-gal4 (Figure 6) and the cross of f TRiP to eye 

3.5-gal4 (Figure 7). We will need to isolate UAS-nec 

alone for future studies using this approach.  

We did find a strong phenotype for wild type 

ATZ over-expression using the muscle driver mef-

Gal4 (Figure 3). However, this phenotype requires 

using a climbing assay for finding interacting genes, 

which is not practical on a large scale. This strong 

climbing assay defect could be used for validation of 

a gene interaction found using unbiased screening 

approaches described below.  

Finally, we did find a rough eye phenotype 

suitable for a genetic screen using the gmr-gal4 

driver to express the nec
9
 mutation which is 

analogous to human mutations in ATZ (Figure 8). 

Mutant nec9 over-expression caused a robust 

phenotype, but the stock we used for these 

experiments (44228) also contains a nec
20

 mutation in 

the background. We are in the process of isolating the 

UAS-nec
9
 construct from the nec

20
 mutant 

background and will repeat the gmr-GAL4 crosses 

using this newly isolated UAS-nec
9
 transgene.  

Once this UAS-nec
9 
line is created we will begin 

an unbiased screen for suppressors and enhancers of 

the gmr>nec
9
 rough eye phenotype.  These new 

genetic interactions will help us to better understand 

the underlying genetic pathways resulting in A1AT in 

humans and can be further validated and tested in the 

Drosophila system for the production of new drug 

compounds for the treatment of A1AT deficiency. 
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Plant Survival in Changing Climate Conditions Can be Predicted Through Niche Breadth and 

Presence of HSP101 and HSP70 in Germinating Seeds 

 
Maddie Carwile

 
Climate change will cause worldwide temperature variations that are predicted to have significant impacts on plant 

survival, resulting in some species unable to survive due to an inability to adapt to a rapid change in climatic 

conditions. An indication of plant survival is germination, as seeds will not germinate unless the conditions are 

suitable. Plants that have a wider ecological niche are able to germinate at a wider range of temperatures, and are 

therefore more likely to survive fluctuating climatic conditions. Heat shock proteins are positively associated with 

increased seed germination during temperature stresses, with the proteins HSP101 and HSP70 particularly 

relevant.  This review examines both niche breadth and heat shock proteins that are associated with plant survival 

in shifting climatic conditions, finding that a wide ecological niche and high levels of HSP101 and HSP70 are 

indicative of a plant’s ability to survive climate change.

 
 

Introduction 

Climate change is predicted to be the largest 

challenge to plant conservation in this century (Root 

et al., 2003). The effects of climate change are likely 

to be widespread and significant, correlating with a 

temperature-related shift present across taxa (Root et 

al., 2003). Many species of plants have already been 

affected by extreme temperature changes. For 

instance, Halloy and Mark (2003) found that 40-70 

vascular species indigenous to New Zealand are at 

risk of extinction, and these extinction risks are likely 

to increase as temperatures continue to rise. A study 

conducted by Thuiller et al. (2005) found that more 

than half of studied species in Europe will become 

vulnerable or committed to extinction by 2080 if 

temperatures continue to increase at the predicted 

rate. In New Zealand, an additional 3°C rise in 

temperature is expected to cause a loss of 200-300 

species of alpine vascular plants (Halloy and Mark, 

2003).  

Climate change threatens plants for a wide 

variety of reasons. Climate variations may cause 

changes in the geographic ranges of plants, which 

leads to an increased risk of local extinction (Thuiller 

et al., 2005). This reduction in geographic range 

implies that smaller stochastic events affect a larger 

proportion of the species’ total population (Thuiller et 

al., 2005). In addition, climate change has already 

caused phenological events in plants to shift an 

average of 5.1 days per decade, which can cause a 

mismatch in time between activity of insect 

pollinators and when plants are flowering (Root et 

al., 2003; Bellard et al., 2012).  These threats extend 

to the human sphere; climate warming may have 

significant effects on food security as many species 

of plants are unable to germinate and survive in 

extreme heat (Christensen and Christensen, 2007).  

However, while climate change will likely cause 

extinction of some plants, differences in temperatures 

may have positive effects on other species of plants 

(Bellard et al., 2012). Increased levels of CO2 may be 

beneficial to some species, and milder winters could 

increase the survival rate for threatened plants in 

colder regions (Bellard et al., 2012; Mondoni et al., 

2012).   

A plant's ability to germinate at a wide range of 

temperatures may be a strong indicator of plant 

adaptability in changing climatic conditions 

(Chochrane et al., 2010). The range of temperatures 

at which a seed is able to germinate is known as an 

ecological niche, and seeds with wide germination 

niches are more likely to survive climate change than 

seeds with narrow niches (Broennimann, 2006). 

At the molecular level, accumulation of heat 

shock proteins (HSPs) 101 and 70 is correlated with 

greater germination at higher temperatures (Hong and 

Vierling, 2001; Quietsch et al., 2000; Burke and 

Chen, 2015). These proteins aid plant cells in 

responding to increased heat stress, and plants that 

are able to produce and accumulate these proteins 

may be more likely to survive increased temperatures 

caused by climate change than plants with lower 

levels of these proteins (Hong and Vierling, 2001; 

Quietsch et al., 2000; Burke and Chen, 2015).  

 

Variance in Mean Time to Germinate and 

Optimal Germination Temperature 

Seeds show an incredible amount of diversity in 

both timing of germination and optimal germination 

temperature. Mean time to germinate is based on both 

external temperature and a species-by-species basis, 

as well as on the climate in which that species 

evolved (Mondoni et al., 2012; Graae et al., 2008). 

Optimal germination temperature also depends on the 

season of germination for that species (Mott, 1972). 

Winter-germinating cotyledons in Western Australia 

showed optimal germination at temperatures between 

15 and 20°C (Mott, 1972). Two species, Helichrysum 
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and Helipterum, had very little germination above 25 

°C (Mott, 1972). However, Aristida contorta, a 

summer germinating plant, had optimal germination 

at 30°C, and its germination time and percentage of 

germination was reduced at lower temperatures 

(Mott, 1972). This diversity of reactions to climate 

change is also based on populations within a species. 

For example, Zhang et al. (2015) found that different 

populations of Arabidopsis thaliana have different 

responses to high temperature. 

Some plants are more adapted to germinate at 

higher temperatures. In Mexican sunflowers 

(Tithonia diversifolia), temperatures of 50-55 degrees 

Celsius increased germination compared to colder 

temperatures (Wen, 2015). Moreover, Mexican 

sunflower seeds are able to germinate across a wide 

range of temperatures, and Wen (2015) hypothesizes 

that this higher tolerance in seeds to high temperature 

and limited availability of water is the main factor 

contributing to the species’ success as an invasive 

plant. When heat treated for 30 minutes at 80°C, 20% 

of Mexican sunflower seeds were still able to 

germinate (Wen, 2015). However, a treatment at 

85°C killed all Mexican sunflower seeds (Wen, 

2015). Graae et al. (2008) found that a variety of 

dwarf shrub seeds in arctic, alpine, and boreal sites 

had increased percentages of germination at higher 

temperatures than at lower temperatures.  

A study by Wilczek et al. (2014) examined 

relative fitness of local and migrated populations of 

Arabidopsis thaliana. They found that plants that had 

migrated from southern, historically warmer climates 

had higher relative fitness than non-migratory 

genotypes, and had increased levels and speeds of 

germination (Wilczek et al., 2014). In particular, 

when seeds were planted in the summer and fall and 

experienced warm temperatures for several months, 

natural selection favored plants that migrated from 

warmer climates (Wilczek et al., 2014). When 

plantings occurred in the cooler spring months, seeds 

that migrated from areas with an average April 

temperature of 11.4°C had a higher relative fitness 

compared to seeds from plants that migrated from 

warmer or cooler climates (Wilczek et al., 2014). The 

researchers also observed that there was an 

adaptation lag of several decades after plants 

migrated to a new climate before seed germination 

levels and speeds were fully restored (Wilczek et al., 

2014). Due to this adaptation lag, plants may not be 

able to survive in the rapidly changing temperatures 

caused by climate change. Climate change will cause 

worldwide temperatures to increase at an 

unprecedented rate, with levels that have not 

occurred for the past 1,000 years (Smith et al., 2015).  

 

Effects of Climate Change on Germination Rates 

and Percentages 

Climate warming will likely shift the timing of 

seed germination in many plants (Mondoni et al., 

2012; Milbau et al., 2009; Graae et al., 2008). In 

some species of plants, warmer weather increases 

germination while colder temperatures decrease 

germination (Milbau et al., 2009; Mondoni et al., 

2012). Milbau et al. (2009) found that moderate 

summer warming accelerated germination in many 

species of shrubs and grasses, but did not affect 

germination percentages. Colder winter soil 

temperatures delayed germination in ten of their 

studied species and decreased percentage germination 

in four species: E. angustifolium, V. myrtilllus V. 

uliginosum, and S. dioica (Milbau et al., 2009). In 

four out of eight species of annuals and perennials, 

exposure to current or predicted summer 

temperatures led to 70% germination, while the other 

four species had less than 20% germination, 

demonstrating the wide variance in germination at 

warm temperatures (Ooi et al., 2009). A study by 

Mondoni et al. (2012) found that an increase in 

autumn temperature resulted in a significant increase 

in seed germination in six out of eight species of 

alpine plants. Germination stopped in all seeds that 

were transferred to winter temperatures of 0°C, and 

resumed when these seeds were transferred to 

simulated spring and summer conditions (Mondoni et 

al., 2012). While many studies have been conducted 

on increased air temperatures, soil temperature is 

likely to increase at double the rate of air 

temperature, and these predicted soil increases will 

likely affect seed dormancy and viability to a greater 

extent (Ooi et al., 2009). 

Warming temperatures also have significant 

negative impacts on germination in some species of 

plants (Montesinos-Navarro, 2012; Akman, 2009). In 

a study by Montesinos-Navarro et al. (2012), 

Arabidopsis thaliana seeds that were exposed to a 

heat treatment at 30°C had a final germination that 

was 7% lower than seeds exposed to a treatment of 

20°C. Exposure to warmer fall conditions reduced 

final germination by 33 ±3% compared to cooler 

spring conditions (Montesinos-Navarro, 2012). In 

addition to reducing the percent of germination, 

warming temperatures also slowed germination, with 

the study finding a slowed germination speed of 1.5 ± 

0.6 days when seeds were exposed to 30°C compared 

to 20°C (Montesinos-Navarro, 2012). Akman (2009) 

found that increased temperatures decreased and 

delayed germination of maize, rice, and sorghum. In 

fact, maize germination was totally inhibited at 41°C 

(Akman 2009). However, germinating seeds are often 

able to recover from severe heat stress if they are 

later moved to cooler temperatures (Quietsch et al., 
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2000). A study by Queitsch et al. (2000) exposed 

germinating Arabidopsis seeds to heat treatment and 

found that seeds that had developed for 30 hours had 

higher survival rates than germinating seeds that were 

heat shocked after 36 hours of development.  

Cold temperatures are necessary for germination 

to occur in some species of plants (Graae et al., 

2008). Arctic seeds may need more or longer periods 

of cold stratification than boreal seeds (Graae et al., 

2008). For instance, seeds of E. Nigrum need several 

cold stratification periods in order to germinate 

(Graae et al., 2008). If climate warming is significant, 

E. Nigrum may be unable to germinate due to a lack 

of these cold periods.  

Increased temperatures can also have indirect 

effects on seed germination in subarctic plants due to 

the melting of snow cover (Milbau et al., 2009; Graae 

et al., 2008). In experiments, colder winter 

temperatures often simulate an absence of snow 

cover that could be caused by climate warming 

(Mondoni et al., 2012). In some instances, thick snow 

cover may result in higher percentages of 

germination than thin snow cover because the snow 

creates an insulating layer for the seed (Milbau et al., 

2009). The temperature under a normal snow cover in 

the arctic varies from between -17°C to -1°C (Graae 

et al., 2008). The snow cover clears following rapid 

snowmelt in May, and returns in September when 

daily mean temperatures decrease to around 0°C 

(Graae et al., 2008). In some locations, reduced snow 

cover is accompanied by summer warming, resulting 

in earlier germination and thus a longer first growing 

season, improving the chance of seedling survival in 

some species of plants (Milbau et al., 2009).  

Climate change may also have effects on seed 

survival that cannot be easily predicted. A study by 

Graae et al. (2008) examined fungal attack on arctic 

species of plants and found that warmer winters may 

increase susceptibility to fungal disease by causing 

earlier germination. While warmer temperatures may 

increase germination overall, warming may also 

increase risk of extinction due to fungal attack (Graae 

et al., 2008).  

 

Niche Breadth Helps Determine a Seed's 

Sensitivity to Climate Change 

The term “niche breadth” refers to either a 

geographic range or a temperature range at which a 

seed can germinate and a plant can therefore survive 

(Chochrane et al., 2010; Broennimann et al., 2006). A 

plant’s sensitivity to climate change partially depends 

on the niche breadth at which the seed can germinate 

(Chochrane et al., 2010). Niche breadths differ 

depending on the species and the climate in which 

they adapted evolutionarily to survive. Arana et al. 

(2015) found that the thermal characteristics of three 

species of Nothofagus ecological niche determined 

the seed’s response to temperature. Seeds such as D. 

drummondii, G. leakeanum, K. montana and V. 

foliosa have wider niche breadths than S. drummondii 

or A. echinocephala (Cochrane et al., 2010). Species 

with a broad niche breadth will likely be less affected 

by future climate change, while seeds with a 

restricted niche breadth are the most vulnerable to 

climate change (Broennimann, 2006). 

 Chochrane et al. (2010) did not find data to 

support the hypothesis that germination niche breadth 

corresponded to breadth of geographic range as 

species with restricted or widespread geographic 

ranges did not have different levels of sensitivity to 

increased temperatures associated with climate 

change. However, Chochrane et al. (2010) found that 

species with narrow germination niches are more 

susceptible to environmental change. If temperatures 

increase slightly due to climate change, seeds of 

species with narrow niches will not germinate 

(Cochrane et al., 2010). Thuiller et al. (2005) found 

that plant species with a narrow niche breadth in 

terms of temperature were also expected to lose 

between 40 to 60% of their habitats. Marginal species 

in cold regions were predicted to be more sensitive to 

climate warming compared to marginal species in 

warm regions, which had been exposed to warmer 

temperatures and adapted previously (Thuiller et al., 

2005).  

 

HSP101 and HSP70 Levels Positively Correlated 

with Germination Thermotolerance Increase 

Heat Shock Proteins 101 and 70 have been found 

to play a crucial role in thermotolerance during 

germination. HSP 101 renatures proteins aggregated 

by heat stress, while HSP 70 works as a chaperone 

and prevents aggregation while assisting in refolding 

of proteins denatured by heat shock (Nieto-Sotelo et 

al., 1999; Wang et al., 2003).  

HSP101 has a high probability of adopting 

coiled-coil structures (Nieto-Sotelo et al., 1999). The 

function of these structures may be to form dimers or 

trimmers that could eventually assemble in the final 

hemohexameric particle (Nieto-Sotelo et al., 1999). A 

study by Hong and Vierling (2001) found that the 

timing of expression of HSP101 is likely during early 

germination. HSP101 was first linked to 

thermotolerance when it was found that HSP101 

mRNA accumulates ten minutes following the onset 

of heat-shock treatment (Nieto-Sotelo et al., 1999). 

This accumulation of HSP101 mRNA could not be 

induced by any other stress treatments, such as cold 

treatment or increased osmotic pressure (Nieto-Sotelo 

et al., 1999).  

Variation in HSP levels is positively associated 

with variation in thermotolerance (Zhang et al., 
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2015). Queitsch et al. (2000) found that HSP101 is 

required for basal thermotolerance during 

germination. However, HSP 101 appears to be non-

essential for normal seed development (Hong and 

Vierling, 2001; Quietsch et al., 2000). In the absence 

of severe heat stress, altered levels of HSP101 do not 

affect germination times or rates (Queitsch et al., 

2000; Hong and Vierling, 2001). For instance, in a 

study conducted on cotton pollen at 23°C, there was 

no difference in germination for the transgenic and 

wild types, which had different levels of HSP101 

(Burke and Chen, 2015). However, at temperatures of 

39°C, both transgenic pollen and transgenic tobacco 

germinated at a significantly higher percentage than 

the null line (p-0.048 for transgenic pollen) (Burke 

and Chen 2015).  

Higher levels of HSP101 are also linked to 

thermotolerance in Arabidopsis. When seeds were 

treated at 45 °C, higher HSP101 accumulation was 

associated with higher percent seedling survival, 

while plants with low HSP101 accumulation 

exhibited as low as 20% survival (Zhang et al., 

2015).  Burke and Chen (2015) conducted a study 

examining the results of AtHSP101 on heat tolerance 

of cotton pollen, finding that pollen in a control line 

had significantly reduced germination than pollen 

that was HSP101 transgenic.  

HSP70 is another heat shock protein that is 

associated with increased thermotolerance during 

germination. A study conducted by Shufen et al. 

(2011) modified tomatoes with a codA gene, finding 

that transgenic seeds germinated faster and at a 

higher frequency than the wild type seeds. 

Glycinebetaine (GB) accumulated in transgenic 

plants but not in wild-type plants, and this 

accumulated GB enhanced the expression of heat-

shock genes, thereby improving the tolerance of 

tomato seeds to high temperatures during 

germination (Shufen et al., 2011). Tomato plants with 

the cod-A gene had increased tolerance to high 

temperatures during germination, and there were 

higher levels of HSP70 produced by the transgenic 

seeds during heat shock (Shufen et al., 2011).  

 

Summary 

Responses to temperature changes are highly 

varied across plant species, populations, and location. 

This wide degree of variance means that climate 

change may increase or decrease germination based a 

plant’s existing adaptations, evolutionary history, and 

ability to adapt rapidly to new conditions.  However, 

there is an adaptation lag when seeds are exposed to 

new climatic changes, and due to the unprecedented 

rate at which climate change is occurring, many 

plants will not be able to adapt quickly enough to 

survive. The vast array of plant responses to climate 

change also means that it is impossible to know the 

exact results of climate change on seed germination 

in all species and populations.  

In addition to the wide variety of responses to 

changing climatic conditions, climate change will 

also cause a variety of temperature changes in 

different locations. A majority of the reviewed 

studies measured plant responses to increased 

temperatures. However, climate change is shifting 

temperatures worldwide in a variety of ways, and will 

result in both increased and decreased temperatures 

depending on the location and season.  Future studies 

should be conducted across a wider range of 

temperatures to gain a more accurate understanding 

of the effects of climate change on seed germination 

and plant survival.  

In addition to climate change causing increased 

or decreased temperatures, there are also external 

factors that need to be considered in tandem. 

Temperature changes will affect snow cover, and 

may change the relationship between germinating 

seeds and other species, such as potentially infectious 

fungus or animals that consume the seeds. Although 

some of these factors have been considered and 

studied, others cannot be predicted, and climate 

change is likely to have many significant effects that 

will also increase and decrease seed germination 

rates, times, and percentages.  

Plant survival in the face of climate change will 

have significant repercussions in terms of agriculture 

and food security. However, more studies have been 

conducted on model species, such as Arabidopsis 

thaliana, or on non-agricultural plants, rather than on 

plants typically consumed by humans. Due to the 

wide variety of factors involved and the relatively 

recent phenomenon of global climate change, impacts 

on food security remain to be fully understood. 

Future studies that examine the effects of increased 

temperatures on a wide variety of crop species will be 

especially relevant as climate warming increases. 

The results of these studies will also raise 

questions concerning human response to the effects 

of climate change.  Since some crop species will 

likely be unable to survive a rapidly changing 

climate, more people may become food insecure and 

rates of malnutrition are likely to increase. There are 

several possible solutions to increase crop yield in 

light of climate change. Once studies help 

demonstrate which species are most likely to survive, 

other, less adaptive plants can be genetically 

modified to be more resistant to climate change. 

However, these transgenic modifications are 

controversial due to the impact of genetically 

modified organisms on the environment and potential 

risks to human health. Another possible solution is to 

reduce the cultivation of plants that are unlikely to 
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survive climate change, and promote plants that are 

more likely to survive. However, this option poses 

problems of introducing new crops to other countries 

and cultures where they may not have been 

previously grown. Not only would these crops need 

to be viable across a wider range of environments, 

choice of food is also connected to culture, and 

people may be unwilling to switch to more adaptive 

plants. Overall, climate change and its potentially 

detrimental effects on seed germination will 

significantly impact food security and livelihoods 

throughout the world.   
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Technology Advances Valvular Replacement: A Tertiary Referral Center Experience -- 

Transcatheter Aortic Valve Replacement 

 

Samuel Robertson, Andrea Skimos, Reid Collis, Roy Robertson, M.D., F.A.C.C., Michael Mirro, M.D., F.A.C.C. 

 
Transcatheter Aortic Valve Replacement (TAVR) is a less invasive alternative to surgical implantation of a 

bioprosthetic valve for native, calcified aortic stenosis in patients with multiple comorbidities considered not to be 

suitable candidates for surgery.   The randomized Placement of Aortic Transcatheter Valves (PARTNER) study 

demonstrated a composite one year endpoint of death from any cause or repeat hospitalization of 42.5% with TAVR 

as compared with 71.6% with standard therapy. To assess clinical and demographic predictors of 30, 90, 180 and 

365 day outcomes of TAVR patients treated through the highly structured Parkview Regional Medical Center Aortic 

Valve Clinic and receiving the Edwards Sapien device. A retrospective chart review of the first forty-one device 

implant patients between the dates of August 25, 2013 to June 30, 2015. The mean age of the TAVR patients was 82, 

with a mean STS (Society of Thoracic Surgery) score of 7.68.  Implantation utilizing the transfemoral approach was 

favored (83.7%) over the direct aortic approach (16.3%). The 30-day mortality rate of 4.65%, was represented by 

two in-hospital deaths related to renal failure. There was a 12.2% overall 1-year mortality rate. There were no in-

hospital, clinically significant, embolic strokes. No patients experienced acute myocardial infarction within the 1-

year time frame. Post-operatively, no patients required aortic valve re-intervention with 11.6% requiring a 

pacemaker during the in-hospital timeframe. New onset atrial fibrillation developed in 4.76% of patients. The 

procedure was successful in the first 41 consecutive patients receiving a device based on post-procedural trans-

aortic valve mean gradient by echocardiography. The in-hospital mortality rate of 4.78% and one year mortality of 

12.2% compare favorably to the STS/ACC TVT Registry rates of 5.5% and 23.7% respectively. The PARTNER 

registry reports a lower mortality with the transfemoral approach and this approach was utilized in 83.7% of this 

study population. In-hospital deaths trended toward higher STS scores (average 11) as compared to those deaths 

outside of 30 days (average 4.7).  Highly structured patient evaluations with attention to the STS pre-operative score 

will impact future patient selection and procedural success. 

 

 

Introduction  

Aortic stenosis (AS) is a pathophysiologic 

condition resulting in restricted mobility of the aortic 

valve leaflets during systole. Aortic valve disease 

accounts for 25,000 deaths annually; if left untreated, 

AS has an associated mortality rate of approximately 

50% in the first two years after symptoms appear 

(Leon et al., 2010).  Traditional surgical intervention 

of AS improve overall survival and lessen symptoms 

in surgically acceptable-risk patients as identified by 

a Society of Thoracic Surgeons Predicted Risk of 

Operative Mortality (STS PROM) score of less than 

15.   

Transcatheter aortic valve replacement (TAVR) 

is a less invasive alternative to surgical aortic valve 

replacement (SAVR) for high-risk patients. Included 

are those with severely diminished left ventricular 

function, advanced age, and comorbidities serving as 

technical limitations that increase risk of operative 

complications and mortality (Brecker et al., 2015; 

Smith et al., 2011). These surgically high risk 

patients are generally characterized by a STS PROM 

score greater than 15. 

The TAVR procedure involves implanting a 

bioprosthetic valve through a catheter within the 

native, diseased aortic valve. Three approaches for 

access are available: transfemoral, direct aortic 

(requiring a mini-sternotomy), or transapical 

(requiring a small thoracotomy). The procedure’s 

increasing popularity can be attributed to the 

randomized Placement of Aortic Transcatheter 

Valves (PARTNER) trial, which demonstrated 

improved survival rates and reduced symptoms in 

poor candidates for SAVR (Smith et al., 2011). Since 

then, various publications have arisen discussing the 

outcomes of TAVR post approval and in clinical 

practice compared to the randomized trials. 

Furthermore, there has been a need for studies to 

continue to research the long-terms outcomes of 

TAVR and the continuing success and efficacy for 

patients (Mack et al., 2013). 

Due to technical improvements and increased 

operator experience, transcatheter aortic valve 

implantation success rate continues to grow. It has 

been noted that at 30 days post-TAVR, the 

reintervention rate is 0.5% (Holmes et al., 2015). 

Nevertheless, post procedural recovery in these high-

risk patients is variable due to multiple comorbidities, 

and is frequently prolonged. The aim of this study is 

to evaluate clinical and demographic predictors of 30, 

90, 180, and 365 day outcomes for patients receiving 

the TAVR procedure at the Parkview Heart Institute 

(PHI) in Fort Wayne, Indiana.  
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Methods 
The initial patient population screened included 

188 patients with aortic stenosis evaluated in the 

Aortic Valve Clinic within the Parkview Heart 

Institute in Fort Wayne, Indiana between August 

2013 and July 2015. Inclusion criteria were patients 

with severe senile calcific aortic stenosis receiving an 

Edwards Sapien device. Those excluded from the 

study were those treated with traditional surgical 

intervention or medical management.  

A two-year retrospective chart review was 

conducted on 41 patients meeting inclusion criteria, 

noting patient specific characteristics including 

demographics and baseline comorbidities: history of 

hypertension, chronic obstructive pulmonary disease 

(COPD), reduced ejection fraction (<40%), coronary 

artery disease (CAD), peripheral arterial disease 

(PAD), diabetes mellitus, chronic renal failure (CRF) 

(creatinine >1.5 mg/dL), atrial fibrillation (AFIB), 

previous pacemaker or implantable cardioverter 

defibrillator (ICD), congestive heart failure (CHF), 

New York Heart Association (NYHA) class, history 

of coronary artery bypass grafting (CABG), elevated 

systolic pulmonary artery pressure (>60 mmHg), and 

abnormal aortic valve gradient (>20 mmHg). Adverse 

events, including stroke, transient ischemic attacks 

(TIA), and cardiovascular related death, were noted 

at 30, 90, 180, and 365 day time intervals.  

Collected data was then analyzed and compared 

to patient specific data from the STS/ACC TVT 

national registry. Comparative statistical analysis was 

completed, highlighting significant variance between 

data sets, utilizing the two-tailed Fisher’s exact test, 

unpaired T tests, and Chi-square with Yates’ 

correction tests. 

 

Results 

 

Procedural outcomes  

The majority of patients, 83%, were accessed 

femorally, with 17.1% utilizing the direct aortic 

approach; there were no patients accessed apically 

(Table 1). No post procedural stroke was noted in the 

direct access cohort, of which 28.6% had prior 

CABG. One patient accessed directly had a valve-in-

valve procedure. One procedure was aborted 

secondary to inadequate access and this patient was 

not included in the analysis. Prior to the procedure, 

19.5% (8) patients had a pacemaker/ICD; 12.2% (5) 

of patients developed a conduction abnormality 

requiring a pacemaker/ICD following valve 

placement. Post procedurally, inotropic support was 

required for 4.9%. The in-hospital death rate was 

4.9% (2) as a result of renal failure. Moderate to 

severe aortic regurgitation was noted in 11.8% (5) 

patients post procedurally with trace regurgitation 

noted in 17.1%. Hemoglobin levels dropped, on 

average, from 11.949 to 9.512 during the procedure; 

however, no patients experienced significant blood 

loss requiring transfusion. 

 

 
Table 1. Outlines clinical and demographic characteristics of the 
patient population (n=41) of which, 61% were white males, 39% 

were white females. The mean age was 82 ±7.14 with an average 

STS PROM score of 7.68±4.78. Comorbidities included: history of 
CAD in 87.8%, CHF in 84%, atrial fibrillation in 43.9%, CRF in 

24.4%, history of PAD in 39.0%, moderate to severe mitral 

insufficiency in 73.1%, history of hypertension in 97.6%, COPD in 

36.6%, and prior stroke in 9.8%. Abbreviations: SD, standard 

deviation; IQR, Interquartile range; CAD, Coronary Artery 

Disease; PAD, Peripheral Arterial Disease; LVEF, Left Ventricular 
Ejection Fraction; CVA, Cerebral Vascular Accident; AV, Aortic 

Valve; HGB, Hemoglobin. 

 

30-day Outcomes 

Post-TAVR, 24.4% (10) of patients had elevated 

levels of creatinine (>1.5mg/dL). The mean AV 

gradient decreased by 73.986% from pre and post 

procedural values of 46.03 mmHg to 10.95 mmHg. 
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Of the 46.3% (19) with AFIB pre-TAVR, 10.5% (2) 

did not present symptoms post procedurally; 9.1% (2) 

of the patients who did not have AFIB pre-TAVR 

developed it post procedurally. Severe aortic 

regurgitation was present in 2.4% (1) of patients at 30 

days, with 24.4% (10) and 4.9% (2) experiencing less 

than mild and mild to moderate aortic regurgitation 

respectively. 

 

Outcomes to 1-Year 

There were a total of 5 deaths within a year of 

the procedure, with 2 deaths occurring within the 30-

day time period. No deaths were a result of aortic 

valve complications; no patients required aortic re-

interventions following their procedure. One patient 

(2.4%) experienced a hemorrhagic CVA within the 

year time frame. There were no embolic CVA’s. Of 

the 9.8% (4) of patients with history of stroke, none 

experienced a CVA after their procedure.  

 

Discussion 

 

AV gradient 

The AV gradient is an important metric in 

determining the severity of aortic stenosis in patients. 

Device implantation success is defined as a mean AV 

gradient <20 mmHg post-procedurally (Mack et al., 

2013).  In a national study, device implantation 

success was achieved in 92% of the 7710 cases 

(Mack et al., 2013). A 100% (41/41) device 

implantation success rate was noted for TAVR 

patients within the Parkview Heart Institute. This 

8.0% difference in success rates was statistically 

significant (P=0.0461). 

Two patients had low-flow, low-gradient aortic 

stenosis. Low-flow, low-gradient occurs when the 

degree of aortic stenosis is not made clear when 

analyzing the AV gradient due to the relatively low 

output syndrome commonly in the setting of 

cardiomyopathy. Two patients given a Dobutrex 

stress test experienced an 8 mmHg increased gradient 

from the average baseline gradient of 24 mmHg. The 

average pre-procedural LVEF of the two patients was 

40.5%, significantly lower than the 58.0% average of 

the rest of the patients (P=0.0357). The average post-

procedural LVEF for the two patients was 50.5; 

however, this value was insignificantly lower than 

the average post-procedural LVEF (61.957) of the 

other patients (P=0.2294). The average STS PROM 

for the low-flow, low-gradient patients was 3.15%, 

insignificantly lower than the total population 

average of 7.68% (P=0.1920). Other than the 

significantly different pre-procedural LVEF, the low-

flow, low-gradient patients did not differ significantly 

in any other major category when compared to the 

rest of the patient population. 

AFIB 

In a national study, 40.8% (3148) of patients had 

pre-procedural AFIB
3
, insignificantly differing from 

the 46.3% (19) patients who experienced AFIB pre-

procedurally in the present study (P=0.6448). In the 

national study, new onset AFIB was found in 5.97% 

(460) patients. When compared to the 4.87% (2) of 

Parkview patients who experienced new onset AFIB, 

the difference is insignificant (P=1.0). Of the patients 

who were found to have AFIB postoperatively, all 

were anticoagulated with Warfarin. None of these 

patients evidenced a postoperative embolic event. 

 

Stroke 

By the 30-day mark after the procedure, 2.4% (1) 

of patients had experienced a hemorrhagic CVA 

while on Warfarin. Within a year following the 

procedure (30 days-1 year) 0% (0) of patients had 

experienced a CVA. When compared to the 2.02% 

(156) who experienced a postoperative stroke by the 

1-year mark in the national study (Mack et al., 2013), 

there is an insignificant difference (P=1.0). 

The percentage of Parkview patients who had 

experienced a CVA pre-procedurally was 9.8% (4). 

None of these patients, however, experienced a stroke 

postoperatively. Compared to the 13.02% (1004) of 

patients in the national registry had previously 

experienced a stroke, the difference is insignificant 

(P=0.6505). 

 

Access Site 

The retrograde transapical approach is associated 

with a 2-fold increased risk of mortality from heart 

failure when compared to mortality rates related to 

the antegrade transfemoral approach (Urena et al., 

2015). Within the Parkview Heart Institute, no 

transapical procedures were completed in the first 41 

consecutive patients, significantly less than the 29% 

accessed apically from national data (P<0.0001) 

(Mack et al., 2013) 
 
(Figure 1). This finding is 

supplemented by the lack of heart failure related 

deaths in the one year time frame in all patients 

studied. Parkview Heart Institute completed a 

significantly greater number of transfemoral 

procedures (83%) when compared to STS/ACC TVT 

registry data (64%) (P=0.0135) (Holmes et al., 2015) 

(Figure 1). The direct aortic approach was utilized in 

17% (7) of patients, insignificantly greater than the 

nationally noted 7% (P=0.0788). Within the direct 

aortic cohort, 28.6% had history of CABG and none 

experienced adverse events within the one-year 

timeframe. This finding is consistent with the fact 

that CABG does not predict adverse outcomes in 

TAVR patients (Ducrocq et al., 2012). The in-

hospital death rate of 4.9% (2) could not be 

correlated to access site; however, these deaths were 
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associated with a greater STS PROM score (average 

of 10.95) than those deaths beyond the 30 day 

timeframe (average STS PROM of 4.73) (Figure 2). 

Mortality rates associated with the transfemoral 

approach was 11.8%, highlighting an insignificant 

difference to the nationally noted 10.7% (P=0.6427); 

14.3% direct aortic mortality also demonstrated an 

insignificant difference to the 15.3% listed nationally 

(P=1.000).  

 

Figure 1. A comparison of access sites utilized to national STS/ACC TVT Registry data. The Parkview Heart Institute data performed a greater 
number of transfemoral and direct aortic procedures and no transapical procedures. All differences are statistically insignificant (P>0.050). 

Figure 2. Delineates the relationship between STS PROM score and timing of all postoperative deaths noted. Those within the 30-day mark had 

an average STS PROM of 10.95 while those beyond the 30-day timeframe had an average STS PROM of 4.73. 

 

Pacemaker/ICD 

In the patient population, 19.5% had a 

preoperative permanent pacemaker or ICD, nearly 

equivalent with the registry’s data of 19% with a 

preoperative device
 
(Mack et al., 2013). Patients 

requiring a postoperative pacemaker or ICD without 

a preoperative device accounted for 12.2% (5) of the 

population, insignificantly differing to the 6.6% in 

the national registry (P=1.000). All patients that 

developed an arrhythmia postoperatively were 

accessed transfemorally. Of these patients that 

developed an arrhythmia, 100% were accessed 

femorally when compared to the registry noting 

59.1% accessed femorally (P=0.0843). The 

consistency of the data from the first 41 consecutive 

patients with the national registry demonstrates 

excellent patient selection for TAVR recipients.   

 

Mortality rate 

The Parkview Heart Institute noted lower in-

hospital, 30 day, and one-year mortality rates 

compared to national registry data (Figure 3). The in-
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hospital death rate and 30-day mortality rate were 

noted at 4.65% (2) secondary to renal failure; this 

figure is insignificantly less than both the 5.5% in-

hospital and 7.6% 30 day mortality rates listed in the 

national registry
 
(Mack et al., 2013) (P=1.000). For 

the present study, the 12.2% (5) one year mortality 

rate was less than the 23.7% noted by the STS/ACC 

TVT registry (Holmes et al., 2015); none of the five 

deaths were related to stroke or cardiac causes, 

nationally noted to have an incidence rate of 3.1% 

and 5.8% respectively. Approximately two thirds, 

60%, of all deaths in one year were related to renal 

failure while 40% were a result of natural causes. The 

noted lower mortality rate can be attributed to 

excellent patient selection, and application of well-

organized care at Parkview Heart Institute. 
 

Figure 3. A comparison of mortality rates to the STS/ACC TVT Registry data. The Parkview Heart Institute’s in-hospital, 30-day, and 360 day 

mortality rates were lower and those noted in the registry. All differences are statistically insignificant (P>0.050). 

Serum Creatinine 

It was noted that 17.1% (7) of the patient 

population (greater than or equal to) Stage III CKD 

with a pre-procedural serum creatinine value greater 

than 1.5 mg/dL. Of this cohort, 14.3% (1) patient 

died within the one-year time frame accounting for 

20% of the total deaths. Of those who died within the 

one year time frame, the average pre and post-

procedural serum creatinine was 1.3 and 1.8 

respectively. This indicates that the benchmark of a 

pre-procedural creatinine of 1.5 was not an indicator 

of mortality while a post-procedural creatinine of 

greater that 1.5 was a strong indicator of mortality. 

No patients of the present study reached dialysis-

dependent renal failure, which was less than the 1.9% 

noted by the national registry. One patient was on 

dialysis with a creatinine of 7.5 mg/dL before TAVR 

and had no adverse events up to the 90 day mark, no 

further information is available for the 180 and 360 

day follow-up.  

 

Conclusion 
This population compared favorably with the 

demographics of the STS/ACC TVT registry. The 

procedure was successful in 100.0% of the first 41 

consecutive patients receiving a device (based on 

post-procedural trans-aortic mean gradient <20 

mmHg), with an in-hospital mortality rate of 4.9% 

and one year mortality of 12.2% comparing favorably 

to the STS/ACC TVT Registry rates of 5.5% and 

23.7% respectively. In-hospital deaths trended toward 

higher STS PROM scores. With an average of 11.0 

compared to those outside 30 days, which averaged 

4.7; this should impact patient selection. 

Transfemoral approach was preferred in this 

population (83.7%) and is supported by registry 

outcomes data showing reduced morbidity with this 

route. We believe that a structured aortic valve clinic 

with dedicated personnel, protocol driven patient 

evaluations and follow-ups, and emphasis on 

physician education is critical to obtain excellent 

outcomes. 
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Coral Reefs are the Hotspots for Fish Biodiversity 

 

Alex Boss 

 
Coral reefs make up less than 1% of habitable locations in the ocean for species of life, making them a rich hotspot 

for species diversity but also deserving of human conservation efforts. Scientists who have studied the evolutionary 

history of coral reefs pose two thoeries on how coral reef fish biodiversity came to populate reefs (1) biodiversity of 

coral reef fish formed immediately with the formation of coral reefs or (2) founder populations of non-coral reef fish 

flourished in coral reefs through coevolution alongside coral reefs allowing these species to adapt to coral reef 

environments over the course of multiple generations. One such study conducted by Dr. Price and colleagues 

reveals a new possible mechanism behind coral reefs promoting biodiversity in fish species. The study focuses 

mainly on the Labridae family of fish as the model organism and data reveals three possible mechanisms for coral 

reefs impacts on fish biodiversity (1) variety of potential prey (2) niche partitioning (3) coral reef fish differentiate 

faster than non-coral reef fish. Further research is required in this area to determine other possible reasons behind 

the rich biodiversity in coral reefs and what other species of reef fish are impacted. Results from this study and 

others should be used to further human conservation efforts to protect reef systems in order to protect biodiversity of 

its surrounding community.  

 

Introduction 
Recent analysis of coral reef studies has shown 

that there is a correlation between coral reefs and the 

morphological diversity in coral reef fish compared 

to non-coral reef fish. Dr. Samantha Price and her 

colleagues at the University of California, Davis 

researched this new breakthrough, as described in 

their recently published journal article (Price at al., 

2011). On the reason for the interest in finding a 

correlation between coral reefs and fish biodiversity, 

Dr. Price stated, “People have already looked at 

speciation in coral reefs. Scientists have used 

phylogenies for comparison but nobody had gone 

further to look at the morphology and the ecology. 

These habitats within coral reefs promote 

diversification, which means if coral reefs disappear 

this could risk losing evolution in fish species in the 

future.” To understand the correlation between these 

two intersecting components, comprehending the role 

of coral reef systems is necessary.  

Coral reefs play an important role in the marine 

biome by serving as hotspots and protectors for 

diverse species of fish through the ecological niches 

they establish. Hotspots are defined as biogeographic 

regions with huge pools of significant biodiversity 

and can also play a significant role in species 

endemism, where a species is designated to a specific 

geographic location (Price et al., 2011). 

Unfortunately they are under threat from humans 

making them extremely important since coral reefs 

make up less than 1% of all habitable locations in the 

ocean (Price et al., 2011). For coral reef fish, species 

endemism is designated by the specific geographic 

locations of coral reefs. They are majority wide 

spread along the Indo-Pacific gradient, which 

consists of Papua New Guinea, Great Barrier Reef of 

Australia and the French Polynesia. Coral reefs are 

also endemic to the Red Sea and the Caribbean, 

which includes the Bahamas, Caribbean Sea and 

other locations in the Atlantic Ocean (Price et al., 

2011; Holbrook et al., 2015).  

However, despite the small overall space coral 

reefs inhabit, they are shown to hold a variety of 

diversity amongst different species of fish. Out of the 

top 11 biggest regions of coral reefs in the ocean 10 

of the richest reefs hold up to 44 to 54% of marine 

species that are restricted by a certain range (Price et 

al., 2011). Further, because coral reefs promote such 

species richness amongst marine creatures, they also 

hold the greatest diversity amongst fish for the entire 

ocean, accounting for up to 1000 different species 

(Price et al., 2011). Coral reefs are also the center for 

speciation of a variety of fish and other marine 

creatures - by examining the evolution of coral reefs 

they are shown to export diversity from their habitats 

to other areas of the marine ecosystem. These coral 

reef habitats are rich with diversity in part thanks to 

the increase of prey and nutrients coral reefs gather 

from the surrounding ocean. Within a comparison of 

coral reef fish to non-coral reef fish, speciation has 

been shown to be higher and spread faster in coral 

reef fish groups compared to non-coral reef fish. This 

is exemplified in Dr. Price and colleagues’ study on 

the Labridae fish family within selective coral reefs. 

Greater morphological diversity is shown in jaw sizes 

of species within this family from their results 

gathered (Price et al., 2011). 
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Figure 1. Four of the largest families of fish biodiversity. (Top left) The Pomacentridae family. (Top right) The Apogonidae family. (Bottom left) 

The Labridae family. (Bottom Right) the Chaetodontidae family. 

The types of coral reef fish species with an 

increase in morphological diversity that have been 

analyzed are from many different groups. These 

include some species from the Labridae, 

Chaetodontidae, Pomacentridae and Apogonidae 

family of fish and rank as the highest within species 

rich families (Cowman and Bellwood, 2011). The 

Labridae family consists of the wrasses, which 

includes mostly brightly colored fish and ranges to 

around 500 species in different coral reef 

environments within the Indo-Pacific gradient. Most 

of these fish are smaller in size and include examples 

such as the Humphead Wrasse and the Yellowtail 

Coris Wrasse, which are found in the Great Barrier 

Reef and off the coast of Hawaii (Jonna, 2003). The 

Chaetodontidae family consists of Butterflyfishes, 

which are a type of tropical marine fish. Examples 

include the Copperband Butterflyfish found in the 

Indo-Pacific gradient and the Bluelashed 

Butterflyfish found from east Africa all the way 

Pitcairn islands north of Japan (Jonna, 2003; Animal-

World). The Pomacentridae family of fish is a type of 

Perciform fish, which stands for “perch-like” and 

consist of around 335 species. Examples from the 

Pomacentridae family include the Damselfishes and 

Anemonefishes, which both can be found in the Indo-

West Pacific and from the Philippines to Australia 

(Jonna, 2003). The Apogonidae family, also known 

as the Cardinalfishes, is nocturnal and lives in dark 

crevices within coral reefs. They consist of around 

350 species with about 130 of these species living in 

Australian waters and include examples such as the 

Banggai Cardinalfish and the Large-toothed 

Cardinalfish (Bray and Gomon, 2012). Many more 

types of species rich families of fish exist, which will 

not be focused on. These four families out of many 

other species of fish display the greatest diversity and 

species richness (Price et al., 2011). 

Coral Reef Evolution and Origins of Associated 

Fish Species 

Understanding the correlation between coral reef 

systems and fish biodiversity is important, but in 

order to delve deeper into the mechanism behind this 

correlation, we first must know how coral reef 

systems were first established. Therefore, two 
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specific questions scientists have emerged. One, 

whether it is possible that the biodiversity of coral 

reef fish were formed immediately with the formation 

of coral reefs or two, did founder populations of non-

coral reef fish species flourish in coral reefs through 

coevolution alongside coral reef formation, therefore 

allowing these species to adapt to the coral reef 

environment over multiple generations (Briggs, 

2004). A meta-analysis of multiple research studies 

was done leading to different hypotheses about the 

origins of coral reefs and their associated fish species. 

For understanding coral reef George D. Stanley 

describes the evolutionary history of coral reef 

formation (Stanley, 2006). Corals provide an 

example of photosymbiosis, a process in which 

symbionts, photosynthetic organisms, in this case live 

inside a host (coral) (Stanley, 2006). Often, there is a 

mutualistic relationship between the two; corals, with 

the nutrients derived from their photosynthetic 

suppliers, build bigger coral systems (Stanley, 2006). 

From here corals, algae and other calcifying 

organisms extract a specific compound, calcium 

carbonate, from the surrounding seawater to build 

massive skeletons we see as modern reefs today 

(Stanley, 2006). These huge coral reefs create 

massive hotspots of species richness and are much 

more rich compared to the rest of the ocean (Stanley, 

2006).  

Coral reefs then expand rapidly with help from a 

type of photosynthetic algae called zooxanthellae, 

which lives inside coral (Stanley, 2006). 

Zooxanthellae uptake the nitrogenous and carbon 

monoxide wastes from the coral and use their 

photosynthesis process to release carbon back into 

the coral making themselves the major source of 

nutrition and waste management for coral (Stanley, 

2006). Because of this relationship that zooxanthellae 

have with coral, the area of coral growth is limited to 

shallow waters close to sunlight, where zooxanthellae 

can thrive, making coral structure over time to be 

modified to accommodate more sunlight (Stanley, 

2006). The problem then becomes how to decipher 

how long coral reefs have been around since the 

symbionts in corals are not preserved. In order to 

measure the coevolution between the photosynthetic 

algae and corals, scientists use the photosymbiosis 

process. This is accomplished by using carbon and 

oxygen isotopes since coral reefs do not leave a fossil 

record behind like mammals. Using this method, 

scientists have been able to estimate when corals and 

photosynthetic algae coevolved together to form the 

modern day coral reef system (Stanley, 2006).  

Living corals and non-reef building corals 

existed about 250 million years ago before the 

Permian mass extinction event wiped out almost all 

corals (Stanley, 2006). This cataclysmic extinction 

event nearly destroyed 96% of the earth’s 

biodiversity due to climatic changes followed by a 

large event, possibly the vast eruption of volcanoes. 

8-10 million years later scleractinians formed, which 

would later serve as the living corals to build modern 

day reefs (Stanley, 2006). During the Triassic period, 

which followed immediately after the Permian mass 

extinction, corals began to diversify given the fast 

turnover of biotic life and adaptive radiation (Stanley, 

2006). This allowed corals to diversify into different 

forms filling other ecological niches. Scientists 

estimate living corals and photosynthetic algae 

coevolved together using the carbon and oxygen 

isotope methods with data analysis around the same 

period (Stanley, 2006). Additionally, other mass 

extinctions, such as the Triassic mass extinction, 

caused coral reef eclipses and more biotic turnover, 

which led to the modern day reef ecosystems by the 

end of the Neogene, 1.6 million years ago (Stanley, 

2006; Cowman and Bellwood, 2011). During this 

time period, coral reefs were adapting, and stronger 

surviving symbionts, such as the zooxanthellae, were 

replacing less favorable ones (Stanley, 2006). Stanley 

and other researchers both attest the success and 

adaptability of the symbionts leading to modern day 

ones with our coral reef systems to be associated with 

the corals geographic expansion against different 

climatic changes (Stanley, 2006). Further research, 

though, is necessary for understanding the exact 

moment of coevolution between corals and 

photosynthetic algae and the other processes that led 

to photosymbiosis and our modern day coral reefs.  

Coral reef evolutionary history is imperative, 

especially when understanding the origins of 

evolution of coral reef fish. The question then is 

whether coral reef fish co-evolved with coral reefs or 

whether non-coral reef species of fish started to 

inhabit coral reef systems later adapting to the new 

ecological niches offered (Cowman and Bellwood, 

2011). When asked this question concerning the 

origins of coral reef fish, Price et al. (2011) stated, 

“For all species of fish its undecided if coral reef fish 

originated from a non-coral reef line.” Price et al.’s 

research has primarily focused on the Labridae 

family of fish and within this family, “fossils found 

reveal that the environment these fish lived in was 

not specifically near a reef” (2011). Their research 

indicated that the Labrids, the ancestors of this family 

of fish, did not originate near coral reefs (Price et al., 

2011). “Our data using models suggests Labrids 

evolved in different habitats and then arrived in the 

coral reef habitat,” says Price et al. (2011), “and there 

were two periods, 66 million years ago and one other, 

where increased movements were shown from 

Labrids onto these coral reefs.” The modern day coral 

reef was formed around the Neogene period, which  
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Figure 2. Diagram of photosymbiosis process demonstrated in living corals and photosynthetic algae. Corals and photosynthetic algae have a 
beneficial mutualistic relationship, where photosynthetic algae consumes the waste products from corals while also providing carbon ,a resource  

of energy, to them. 

lasted from 23 to 1.6 million years ago (Stanley, 

2006).   

Although it has been challenging to prove the 

coevolution of corals and fish, Cowman and 

Bellwood present information which lays the 

foundation to find more evidence to prove these 

hypotheses of coevolution(Stanley, 2006). Cowman 

and Bellwood (2011) indicate that there is evidence 

showing strong correlations between the living 

corals, scleractinian, and the early ancestors of 

modern coral reef fish groups. The Permian mass 

extinction that wiped out nearly all-living corals 

played a significant role in the diversification of reef 

lineage fish (Cowman & Bellwood, 2011). Coral 

reefs expanded after this mass extinction event during 

the Triassic period right concurrently with these reef 

fish lineages (Cowman & Bellwood, 2011). Even 

more impressive is that around the time corals and 

symbionts were evolving to form our modern day 

coral reef systems during the Neogene period, 

Cowman and Bellwood (2011) were able to show 

similar expansion within their coral reef fish studied. 

They looked at three other families besides the 

Labrids: the Chaetodontidae, Pomacentridae, and 

Apogonidae (Cowman & Bellwood, 2011). For the 

Labridae, Chaetodontidae and Pomacentridae 

families of fish, all three showed increased radiation 

after the Permian mass extinction event (Cowman & 

Bellwood, 2011). During the Neogene time period 

these same four families of fish showed an increase 

in cladogenesis (Cowman & Bellwood, 2011).  

This means that new formations of these fish 

families were forming and diverging from their 

original ancestral form. New coral reef habitats are 

known to have formed during this time, showing 

potential correlation between new reef fish lineages 

being established with formation of modern day coral 

reefs. Even though the origin coral reef fish 

formation has not been answered, the evidence 

available supports the hypothesis that modern coral 

reef fish were most likely established from a non-

coral reef lineage but possibly coevolved with coral 

reef expansion. 

 

Mechanism 

Even if coral reefs did not show an increase in 

fish biodiversity, molecular evidence and data 

gathered from past research would show a correlation 

between coral reef expansion and growth of reef fish 

lineages. Thankfully, new research has been 
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conducted to support the statement that coral reefs 

promote fish biodiversity (Price et al., 2011). The 

model organism was the Labridae family of fish 

species analyzed from three big coral reef geographic 

locations, the Caribbean, Indo-Pacific gradient and 

the Red Sea (Price et al., 2011). The research 

revealed three significant factors contributing to 

morphological diversity in Labrids: variety of 

potential prey, niche partitioning, and the fact that 

coral reef fish differentiate faster than non-coral reef 

fish (Price et al., 2011; Messmer et al., 2011).  

Establishment of coral reefs also brings along 

different ecological niches or positions organisms 

take within the community (Price et al., 2011). 

Different niches allows for a variety of potential prey 

to be available for fish species within the Labrid 

family. As the potential prey diversifies, so do the 

morphological aspects of the fish species in order to 

have an advantage over the prey (Price et al., 2011). 

Therefore, by looking at phylogenies, which are the 

evolutionary history of the developments and 

diversifications of a group of organisms, Price et al., 

noticed the vast diversification in jaw sizes for the 

fish species with the Labrid family (2011). Having a 

variety of potential prey led to the diversity and 

novelty of feeding methods demonstrated in the 

morphological diversity of the Labrids (Price et al., 

2011). Coral reefs, as mentioned, contain diverse 

environments or niches for a variety of organisms 

(Price et al., 2011). Different ecological niches allow 

for diverse species of fish to breed and diverge into 

new lineages (Price et al., 2011). Another concept 

explaining further fish biodiversity is niche 

partitioning, which also allows for species co-

existence (Price et al., 2011). Because coral reefs are 

very complex habitats and are home to a variety of 

species, niche partitioning can occur given the broad 

spectrum of prey for fish species to feed on (Messmer 

et al., 2011).  

This is demonstrated with the groups, Cheilinus 

undulatus (Humphead Wrasse) and Wetmorella 

nigropinnata (Yellow Banded Possum Wrasse) (Price 

et al., 2011). These two groups prey on invertebrates 

such as mollusks, sea urchins and shrimp (Jonna, 

2003). Because of the different diets each species 

preys upon, jaw sizes have modified to accommodate 

each species specific prey (Price et al., 2011). C. 

undulatus is bigger in size and has stronger jaw 

strength to capture prey with harder shells while W. 

nigropinnata is smaller in size and has less jaw 

strength to capture softer shelled prey (Price et al., 

2011). These varying diets requires each species to 

look in specific niches for their desired prey, 

allowing for niche partitioning to occur. Because 

each species inhabits a different, they can co-exist 

peacefully instead of competing with each other over 

the same prey in the same niche (Price et al., 2011). 

Variety of potential prey and niche partitioning 

contribute to coral reef fish differentiating faster than 

non-coral reef fish, which promotes diversification in 

fish biodiversity (Messmer et al., 2011). Because 

coral reefs are such complex habitats, each hosts a 

variety of niches and, therefore, diverse prey. Since 

niche partitioning is prevalent and is shown to 

support different fish assemblages along with habitat 

diversity, coral reef fishes’ environment results in 

faster speciation compared to non-coral reef fish 

(Messmer et al., 2011). This was shown to be true in 

Price et al. (2011) research with the Labrid family. 

Species within the Labrid family contain coral reef 

fish and non-coral reef fish; therefore, this made the 

Labrid family a model organism for comparison 

between coral and non-coral reef fish speciation 

(Price et al., 2011). A phylogeny of the Labrid family 

shows that with coral reef species within this family 

greater morphological diversity was seen in jaw sizes 

compared to non-coral reef species (Price et al., 

2011).   

Conclusions 

Despite the identification of these mechanisms, 

there are still other viable possibilities that explain 

why coral reefs promote extraordinary fish 

biodiversity. More research is necessary starting with 

smaller study groups, looking at different species of 

fish, and even branching out to other marine life 

within coral reefs. The fact that coral reefs promote 

fish biodiversity raises the concern of keeping coral 

reef environments from dying. Human actions and 

influences have caused much damage to the coral 

reefs left (World Wildlife Fund). Pollution, waste run 

off, and over fishing are just few careless actions 

humans make that contribute to coral reef 

degradation (World Wildlife Fund). If this continues, 

coral reefs will deteriorate faster leading to the loss of 

the novel and natural methods for evolution in fish 

species. Educating the general public is the most 

important way to raise awareness on the benefits of 

coral reefs to fish biodiversity (World Wildlife 

Fund), but in the meantime new research will 

continue to be conducted in hopes of offering new 

insights in the possible mechanisms of fish 

biodiversity within coral reefs. 
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Land Cover Modification Assessment for Protected Areas Containing Hippo Study Sites 

 
Brooke Rose 

 
Habitat loss represents a major threat to the common hippopotamus (Hippopotamus amphibious). Although hippo 

populations still persist throughout eastern and southeastern Africa, recent assessments show that their numbers are 

declining, largely due to human impact. Furthermore, the common hippo remains relatively understudied, 

particularly from a conservation perspective and the majority of hippo studies have been conducted in protected 

areas (PAs). In order to better understand habitat modification in the hippo’s range as well as the role that PAs 

play in mitigating habitat modification, the current study compared land cover modification within PAs in which 

hippos have been studied and the surrounding 10 kilometer area. I found that there was no difference in land 

modification within the 30 PAs in which hippos have been studied and the 10 km areas surrounding each PA. Both 

areas were comprised of less than 3% modified land cover, suggesting that these PAs have successfully mitigated 

land modification within their borders and in the surrounding 10 km area. These findings present a positive outlook 

for the common hippo’s future and demonstrate that hippo habitat remains relatively intact within the PAs in which 

hippos have been studied. However, there were three PAs and their surrounding buffer regions that showed 

strikingly high levels of modification: Masai Mara Game Reserve, Lake Naivasha, and Murchison Falls National 

Park. More research is needed to determine the current hippo populations in these areas and identify appropriate 

management solutions to ensure that more habitat is not lost within these PAs.  

 

Introduction 

Dispersed along river and lake systems, the 

common hippo (Hippopotamus amphibius) primarily 

occupies in large, yet discontinuous areas of eastern 

and southeastern Africa (Lewison, 2008).  According 

to the IUCN, the common hippo is currently a 

Vulnerable species, a designation that indicates a 

species is “facing a high risk of extinction in the 

wild” (Lewison and Oliver, 2008). Previous research 

suggests that hippos can have a detrimental effect on 

native plants and crops, and this research has been 

used as justification for reducing wild hippo numbers 

(Lock, 1972). In past studies on common hippos, 

large-scale culling remained a valuable part of 

assessing wild hippo ecology, such as understanding 

their diet by examining the stomach content of 

deceased individuals (Field, 1970). Dam and weir 

construction have led to reduced riparian habitat and 

smaller hippo populations along the Limpopo River 

in South Africa (Jacobsen and Kleynhans, 1993). 

Although little research has been conducted on the 

effects of decreasing hippo numbers, a study that 

recommended regular hippo culling measures in 

Queen Elizabeth National Park acknowledged the 

importance of hippos in maintaining high 

biodiversity in the park’s waterways (Bere, 1959).  

Habitat loss due to human development in the 

form of agriculture, urbanization, and waterway 

diversion represents a significant threat to hippo 

populations across their range (Smuts & Whyte, 

1981; Jacobsen & Kleynhans 1993). A recent 

predictive population model suggests that mild 

human disturbances and environmental changes 

could lead to a decrease of more than 50% in hippo 

populations throughout Africa (Lewison 2007). 

Therefore, understanding the extent of modified land 

cover throughout the hippo’s current range remains 

essential to ensuring the stability of wild hippo 

populations. Habitat loss is among the primary 

drivers behind declines in hippo numbers and the 

majority of studies conducted on wild hippo occur 

within protected areas (PAs). Therefore, analyzing 

the role of national parks and reserves in mitigating 

habitat loss can better inform management decisions, 

i.e. setting aside riparian land for existing common 

hippo populations.  

This study assesses land cover modification 

within PAs in which the common hippo has been 

studied. Humans have directly modified 33% of 

Earth’s non-ice surface through agriculture and 

residency, a testament to our ability to alter natural 

ecosystems and modify global land cover (Ellis & 

Ramankutty, 2008). As a result, PAs provide habitat 

for entire ecosystems that would otherwise be 

threatened by human activity (Dudley, 2008). 

Regarded as necessary for biodiversity conservation 

(Dudley, 2008), PAs can limit land cover 

modification and, therefore, preserve wildlife and 

plants species. Comparing habitat and land cover 

differences between a PAs interior and surrounding, 

unprotected areas can offer insight into the PA’s 

effectiveness (Mas, 2005; Bruner et al., 2001; Andam 

et al., 2008). By comparing land cover modification 

within PAs in which hippos have been studied to land 

cover modification in the unprotected area 

immediately adjacent to the PA, we can better 

understand the importance of each PA in preventing 
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land cover modification that could have detrimental 

effects on hippo populations. Moreover, high levels 

of modification in the area surrounding the PA could 

suggest that the PA represents the only nearby refuge 

for common hippos, indicating fragmentation in the 

hippo’s habitat.   

 

Methods 

I conducted a literature search to locate previous 

studies conducted on common hippos in their native 

habitat using the search engines Google Scholar and 

ProQuest. I located 61 articles related to wild 

common hippo populations; however, I only recorded 

the study site locations for 55 of the research articles. 

The six excluded articles were either reviews of past 

studies or contained unclear delineations for the study 

sites assessed. The publication year for these studies 

ranged from 1959 to 2013. For each study, I recorded 

the study site location (e.g. Kruger National Park) 

along with the area’s corresponding geographic 

coordinates. Three of the reviewed studies included 

river censuses in which a section of a river was 

monitored for hippo activity (Jacobsen and 

Kleynhans 1993; Viljoen 1980; Karstad and Hudson 

1984). For these study sites, I recorded the censuses’ 

start and end coordinates.  

 

Geographic Information Systems (GIS) 

represents a popular and effective tool for generating 

unprotected buffer areas for comparison to PAs in 

terms of forest cover and land degradation rates 

(Andam et al., 2008; Liu et al., 2001). For my 

analysis, I used Esri ArcGIS 10.2, and displayed the 

coordinate data for the hippo study sites on a base 

map of the African continent with country 

delineations (Figure 1). In order to determine which 

hippo study sites were conducted within some type of 

protected area, I downloaded the World Database on 

Protected Areas shapefile (IUCN and UNEP-WCMC 

2015). Through a Search-by-Location query, I 

determined which hippo studies were conducted 

within a protected area and which protected area 

contained a hippo study site (Figure 2). I then created 

10 kilometer buffers around each protected area in 

which a hippo study was conducted. Past studies that 

examined land cover differences between protected 

area interior and exterior frequently used 10 

kilometers to define the protected area exterior 

(Bruner et al., 2001; Joppa & Pfaff, 2010; Mas 2005; 

Francoso et al., 2015). According to Mas (2005), a 

10-kilometer distance provides a reliable land cover 

modification assessment and allows for the analysis 

to be comparable to those used in previous studies. 

Figure 1. Hippo study sites found through literature review of 55 
research articles of wild common hippos 

 

 

 

Figure 2. Protected area (PA) from the WDPA; 30 PAs contained 
at least one hippo study site 
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I used GlobCover 2009 (300 meter pixel 

resolution) data to analyze land cover modification 

differences between the interior of PAs in which 

hippo research had been conducted and 10 kilometers 

surrounding these PAs (Bontemps et al., 2011). For 

this analysis, modified land cover included the 

GlobCover 2009 categories irrigated croplands, 

rainfed croplands, mosaic cropland/vegetation, and 

artificial areas. Although previous studies have also 

included the land cover classification of mosaic 

vegetation/croplands as a modified land cover type 

(Boyle, 2014), I included it as a natural land cover 

modification for this study because it is comprised of 

>50% grassland, shrubland, and forest land cover 

(see Figures 3 and 4 for GlobCover 2009 maps). I 

clipped the GlobCover 2009 land cover data to the 

extent of each protected area in which a study or 

report was conducted on wild hippos (Figure 5) and 

calculated the percentage of modified and natural 

land cover in each PA. I used the same method for 

calculating the land cover within the total buffer 

areas (which also encompassed the PA) and 

subtracted the land cover percentages within the PAs 

to determine the land cover makeup in the 10 

kilometer area outside of the PAs. Using Microsoft 

Excel, I conducted a paired t-test to compare percent 

modified land cover within each protected area to the 

10 kilometer region surrounding each protected area.  

 

Figure 3. GlobCover 2009 land cover map of Africa Figure 4. Natural and modified land cover; modified land cover 

includes artificial areas as well as agricultural land (with the 

exception of vegetation/cropland mosaic) 

 

Results 

Of the 55 reviewed hippo studies, I identified 37 

separate hippo study sites throughout Africa. There 

was some site overlap between articles, i.e., twelve 

different hippo studies were conducted within Queen 

Elizabeth National Park in Uganda. In addition, some 

of the studies included multiple study sites; e.g. 

Okello et al., 2005 included ten study sites in an 

assessment of hippo mitochondrial DNA. In total, 30 

PAs contained a past hippo study site (see Table 1 for 

list of PAs, their designations, and their sources). 

These PAs fell under 11 different protection 

designations: biosphere reserve, conservation area, 

controlled hunting area, forest reserve, game 

controlled area, game management area, game 

reserve, national park, nature reserve, Ramsar site, 

and World Heritage site.  

There was no significant difference between the 

percent of modified land cover in PAs and the 

surrounding 10 kilometer buffer area (t(29)=0.38; 

P=0.71). On average, 2.91% (±1.17) of the protected 

areas were comprised of modified land cover and 

2.72% (±1.04) of the surrounding 10 kilometer area 

was comprised of modified land cover (Figure 6). 

The percentage of modified land cover within PAs 

ranged from 0 to 29 and from 0 to 29 in the 10 km 
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buffer areas surrounding the PAs (Figure 7). 

Although the average land cover modification for the 

PAs and their surrounding buffer regions was less 

than 3%, the modified land cover percentages for 

Masai Mara Game Reserve, the Lake Naivasha 

Ramsar site, and Murchison Falls National Park 

ranged from 14-29% (Figure 8).  

 

  

Figure 6. Mean and standard error for land cover modification percentage 

within PAs and surrounding 10 kilometer buffer zone. 

Figure 5. Location of PAs that contained hippo study sites 

and their surrounding 10 km buffer zones 

Figure 7: Comparison of % modified land cover within the PAs containing hippo studies and the surrounding 10 kilometer region 
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Name of Protected Area Country Designation Source 

Kruger to Canyons Republic of 

South Africa 

Bioshpere Reserve Viljoen, 1980 

Ngoronogro  Tanzania Conservation Area Deocampo, 2002 

Omo West Ethiopia Controlled Hunting 

Area 

Fuller, 1975 

Luwunga Uganda Forest Reserve Chansa et al., 2011; Sayer and Rakha, 1974; 

Tembo, 1987 

Caprivi Namibia Forest Reserve Griffin and Grobler, 1990 

Mlela Tanzania Game Controlled Area Okello et al., 2005 

Kigosi Tanzania Game Reserve Okello et al., 2005 

Moyowosi  Game Reserve Okello et al., 2005 

Hwange Zimbabwe National Park Dudley, 1996 

Gonarezhou Zimbabwe National Park Mackie, 1976; O’Connor & Campbell, 1986; 

Zisadza et al., 2010 

Ruaha Tanzania National Park Barklow, 2004; Kendall, 2011 

Queen Elizabeth 

National Park 

Uganda National Park Bere, 1959; Cowan et al., 1967; Eltringham, 

1974; Field, 1970; Jewell, 1963; Laws, 1968; 

Lock, 1972; Okello et al., 2005; Petrides & 

Swank, 1965; Plowright et al., 2005; Thornton, 

1971; Wright, 1987 

Mbam et Djerem Cameroon National Park Nchanji & Fosto, 2007 

Liwonde Malawi National Park Bhima, 1996; Harrison et al., 2007 

North Luangwa Zambia National Park Marshall & Sayer, 1976; Okello et al., 2005 

South Luangwa Zambia National Park Marshall & Sayer, 1976; Okello et al., 2005 

Kafue Zambia National Park Okello et al., 2005 

Murchison Falls Uganda National Park Okello et al., 2005 

Serengeti National 

Park 

Tanzania National Park Oliver & Laurie, 1974 

Bui Ghana National Park Bennett et al., 2000 

Kruger National Park Republic of 

South Africa 

National Park Dauth et al., 1964; Des Vos et al., 1980; 

Pienaar et al., 1966; Smuts & Whyte, 1981; 

Van Hoven, 1974; Van Hoven, 1977; Van 

Hoven, 1978; Viljoen, 1995 

Masai Mara Kenya National Reserve Kanga et al., 2011; Kanga et al., 2013; Karstad 

& Hudson, 1984; Karstad & Hudson, 1986; 

Okello et al., 2005;  

Mkuzi Game Reserve Republic of 

South Africa 

Nature Reserve Ellery et al., 2003 

Ndumu Game Reserve Republic of 

South Africa 

Nature Reserve and 

Ramsar Site 

Pooley, 1966; Schutte, 1973; Scotcher, 1973; 

Scotcher, 1978 

Lake Sibaya Kwazulu Nature Reserve and 

Ramsar Site 

Bruton, 1978 

Lake Naivasha Kenya Ramsar Site Grey & Harper, 2002; Okello et al., 2005 

Malagarasi-Muyovozi 

Wetlands 

Tanzania Ramsar Site Okello et al., 2005 

St. Lucia System Republic of 

South Africa 

Ramsar Site Henwood & Keep, 1989 

Selous Game Reserve Tanzania World Heritage Site Okello et al., 2005 

Okavango Delta Botswana World Heritage Site McCarthy et al., 1998 

Table 1. List of PAs that contained a hippo study site and their sources 
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Figure 8: A closer look at the PAs that exhibited the highest percentages of land cover modification and their 10 kilometer buffer regions. Map 

above figure shows zoom extent. 

 

Discussion 

The results of the current study indicate that land 

cover modification did not differ between the PAs 

that hosted hippo study locations and the 10 km 

surrounding unprotected areas. Furthermore, with an 

average modified land cover of less than 3% for both 

the PA interiors and the surrounding 10 km area, land 

modification remains low within and immediately 

outside of the PAs examined in this study. Although 

the results of this study do not refute the claim that 

hippos are currently experiencing habitat loss and 

degradation throughout their range, it does show that 

natural land cover remains prevalent and intact within 

PAs in which wild hippos have been studied (Smuts 

& Whyte, 1981; Jacobsen & Kleynhans, 1993). 

Furthermore, for at least the 10 kilometers areas 

surrounding these PAs, the hippos are not limited by 

a lack of natural land cover to remain within the 

borders of national parks and other PAs.  

However, as previously stated, three of the PAs 

exhibited noticeably higher percentages of land cover 

modification, both within their borders and the 10 km 

comparison region. Masai Mara Game Reserve and 

the Lake Naivasha Ramsar site are located in Kenya 

in regions that are dominated by agricultural 

production and showed high levels of land cover 

modification within their borders (>14% modified 

land cover).  Masai Mara is located on the border of 

Kenya and Tanzania, with the Serengeti National 

Park located on the Tanzanian side. Comparisons 

between land policy and private land use in both 

countries suggest that large-scale agricultural 

production driven by land privatization has severely 

modified land cover in Kenya and led to subsequent 

declines in wildebeest populations (Homewood et al., 

2001). In contrast, government control over 

agricultural land use in Tanzania has prevented 

similar degradation (Homewood et al., 2001). Recent 

research suggests that agricultural lands could restrict 

hippo ranges in the Mara River region if land cover 

change is not mitigated (Kanga, et al. 2011). 

Nevertheless, stricter land use regulation and 
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conservation incentives for farmers are necessary to 

ensure that the remaining natural land cover within 

Masai Mara and the surrounding area are protected 

from encroachment of industrialized agriculture 

(Homewooed et al., 2001).  

In contrast to Masai Mara Game Reserve and 

Murchison Falls National Park, the Lake Naivasha 

Ramsar site represents an area that is considered 

ecologically important on an international level 

(Awange et al., 2013). However, as demonstrated by 

the current study, this PA contains a relatively large 

degree of land cover modification, particularly in the 

form of agriculture. The area surrounding the lake is 

known for its floriculture, a factor that has likely lead 

to declines in the lake’s water levels since 2000 

(Awange et al., 2013). The catchment area 

surrounding the lake has also shown significant 

declines, which have also been attributed to irrigation 

that supports the local flower industry. Although 

additional study is required to examine the impact of 

floriculture and the resulting water level declines on 

hippo populations, changes in the area’s water 

patterns have likely affected hippo numbers in the 

area surrounding Lake Naivasha. As demonstrated by 

the negative impact that dams and weirs have on 

these large, semi-aquatic mammals (Jacobsen & 

Kleynhans, 1993), hippos are sensitive to changes in 

lake and wetland habitats. Because of the ecological 

importance of Lake Naivasha and the common 

hippo’s specific sensitivity to declines in riparian 

habitats, water use management should be revisted to 

ensure that the lake’s water levels do not continue to 

decline.  

With the highest percent modified land cover of 

the 30 analyzed PAs, Murchison Falls National Park 

represents the largest, most visited national park in 

Uganda (Segan et al., 2012). Tourist traffic and the 

subsequent pollution have been acknowledged as 

substantial issues for wildlife within Murchison Falls 

(Segan et al., 2012). There is also evidence that 

small- and large-scale agriculture have increased 

within the landscape surrounding the park over the 

last decade; however, another assessment suggests 

that agriculture is not a prevalent land use within the 

park (Segan et al., 2012). Nevertheless, the current 

assessment found that almost 30% of Murchison 

Falls and the surrounding 10 kilometer region are 

dominated by agriculture and more research is 

needed to determine if this area represents 

industrialized or small-scale agricultural pursuits. 

Additionally, the current results suggest that this park 

could represent an area of concern for hippo 

populations in Uganda and conservation efforts 

should focus on protecting the remaining hippos of 

Murchison Falls. 

Although this study found that land cover 

modification remains low in and around PAs that are 

known to contain hippo populations, several highly 

modified outliers were identified. Future 

conservation efforts to ensure that agricultural 

enterprises do not reduce habitat for hippos (and 

other wildlife) are crucial. Because these PAs are 

dispersed throughout several different countries with 

varying government systems, the management 

strategies for protecting hippo populations will differ 

from country to country. While this study only 

examined land cover modification within and around 

PAs that hosted previous hippo studies, 

understanding land cover modification in and around 

all PAs that represent hippo habitat remains crucial to 

gauging habitat loss for this iconic species. Future 

studies should examine other hippo population 

location data to assess land cover modification in all 

PAs that are known to contain hippos.  
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An Analysis of the Role that Large-Scale Feedlots and Aquaculture Play in the Spread of 

Antibiotic Resistance 

 

Morgan Fuller 

 
The increase of antibiotic resistance over the last few decades has become a global concern both socially and 

scientifically (Smith et al., 2002). According to Smith et al. (2002), over prescribing and misusing antimicrobials in 

human medicine, and the increased widespread use of veterinary antibiotics for purposes other than their intended 

therapeutic use have contributed to the global increase in antibiotic resistance. In this review, I will specifically 

examine how the sub-therapeutic uses of antibiotics in animals contribute to the transmission of antibiotic 

resistance from bacteria to food animals to humans.  

 
 

Introduction 

 

A Public Health Issue 

The human population continues to increase at 

an exponential rate which infers a greater risk that 

infectious diseases will evolve, emerge, or spread 

quickly through the population (Gilchrist et al., 

2007). In order for this increasing human population 

to survive, there must be a sufficient amount of food 

to sustain them, such as a greater population of 

livestock (Gilchrist et al., 2007). However, a higher 

concentration of humans and/or animals in one 

geographical location enhances the risk of potential 

transmission of bacteria, including antibiotic resistant 

bacteria, between the groups (Gilchrist et al., 2007). 

To combat this potential transmission and to meet a 

high consumer demand for food, farmers use 

antibiotics to fight disease and improve animal 

productivity (Mathew et al., 1999). Because of this 

rise in large-scale animal feeding operations, there 

has also been an increase in supplements added to 

animal feed in order to promote animal growth (Zhao 

et al., 2010). Many times these supplements belong to 

a class of drugs generally referred to as antimicrobial 

growth promoters (AMGPs) (van den Bogaard et al., 

2001). Some estimate that 16 million kilogram (kg) 

of antibiotics are used every year in the United States 

with 70% implored for non-therapeutic purposes 

(UCS, 2011). The Union of Concerned Scientists 

(2011) estimates that farmers administer 11.2 million 

kg of antibiotics to livestock every year in order to 

help the animals grow faster while medical doctors 

prescribe 1.4 million kg of antibiotics to humans each 

year.  Because we have seen a significant increase in 

antibiotic resistant genes in the environment since 

1940 (Knapp et al., 2010), many experts worry that 

we might be approaching a “post-antibiotic era” in 

which we will no longer have effective antibiotics to 

treat life-threatening infections (Gilchrist et al., 

2007). With this review, I hope to first elucidate the 

problems associated with raising livestock and 

aquaculture. Secondly, this paper will propose 

possible solutions to combat the spread of antibiotic 

resistance.  

 

The Mechanism  

At the most basic level, resistance develops from 

selection of resistance populations over antibiotic 

susceptible populations (Figure 1). In other words, 

individuals in a bacteria population spontaneously 

develop mutations that allow for resistance to 

antibiotics (Khachatourians, 1998). After two 

generations, the susceptible bacteria die and only the 

antibiotic resistant bacteria survive to further 

colonize their host (Khachatourians, 1998). As a 

result, there is an increased risk for human infections 

that could become fatal or life-threatening, a 

mechanism which I will elaborate on later. For 

example, in food animals, farmers use prolonged 

exposure to low levels of antibiotics to treat 

infections in their animals and to promote growth. 

Unfortunately, this method does not kill all the 

bacteria present, which promotes the development of 

resistant bacteria by selection of the mutants 

(Gilchrist et al., 2007).  

Bacteria can also develop resistance to one or 

more antibiotics through a process referred to as 

horizontal gene transfer. There are many types of 

horizontal gene transfer or ways in which bacteria 

can uptake resistance genes from its environment 

(Figure 2) (Davies, 1994). According to Smith et al. 

(2002), with this horizontal exchange of information 

and a large diversity of hosts, every external source 

of resistance genes attenuates the probability of a 

pathogen establishing drug resistance.   
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Figure 1. The selection for antibiotic resistant bacteria in bacterial populations (Khachatourians, 1998). The bacteria develop mutations that helps 

them survive antibiotic treatments. Then, the mutated bacteria colonize the immediate environment. 

 

Figure 2: The cycle of antibiotic resistance acquisition (Davies, 1994). This illustration highlights the ability of bacteria to uptake genetic 

material from their environment, whether that is from another bacterium or from its immediate surroundings. 

 

Physical factors, in addition, can distribute 

antibiotic resistant bacteria from soils to urban 

environments, increasing the probability that humans 

will come in contact with such bacteria (Heuer et al., 

2011a). The transport of aerosol or particles 

containing antibiotic resistant bacteria can lead to 

hospital stays for humans as these bacteria can cause 

infections or create chaos in the benevolent, 

commensal populations already present within 

humans (Figure 3) (Heuer et al., 2011b).  The 

resistant bacteria also have the ability to attach to 

crops, which leads to human exposure to these 

pathogenic bacteria upon consumption of infected 

plants (Heuer et al., 2011a). While I will not 

elaborate on the agriculture perspective in this paper, 



43 
 

I will analyze the role consumption of contaminated 

meat plays in spreading resistance.  

We, as a global community, must develop 

techniques to stop the transmission of antibiotic 

resistance on farms. Factors, such as antibiotic use, 

overcrowding and poor sanitation, increase this 

transmission. I will present evidence that elucidates 

the details of the transmission (van den Bogaard et 

al., 2001).   

Figure 3: The possible transmission routes of antibiotic resistant genes from the environment to humans (Heuer et al., 2011a). Several arrows 

signify transmission of genetic elements via diverse environmental routes, such as water, air, birds, etc. Antibiotic resistance genes can travel 

from animals to humans on mobile genetic elements via multiple routes. 
 

 

Measuring Antibiotic Resistance 

Before examining how antibiotic resistance 

travels from bacterial populations to human food to 

humans, we must establish a method of measuring 

the amount of resistance in bacteria. One common 

and precise measurement involves determining the 

minimum inhibitory concentration (MIC), which can 

be used to depict resistance trends (Huang et al., 

2015). The MIC value represents the minimum 

dosage of antibiotics required to effectively treat a 

specific bacterial infection (Huang et al., 2015). 

Determining the MIC normally involves agar plates 

with various antibiotic concentrations and growing 

bacteria colonies (van den Bogaard et al., 2001). Van 

den Bogaard et al. (2001) implored the use of Levine 

agar plates that select for specific bacteria 

populations, which is helpful when a study aims to 

examine resistance in one particular bacterial species. 

  

The Treatment  

One major concern with the antibiotic use in 

animals for non-therapeutic purposes is the fact that 

many of the antibiotics given to animals are also 

prescribed in humans (Michigan State University, 

2015). Many people still argue for antimicrobial 

treatments in animals while many activist groups and 

concerned parents encourage consumers to buy 

products from local farms. In China, for instance, 

Zhao et al. (2010) examined three of the most 

frequent drugs used for both human and livestock 

purposes in order to establish a source of antibiotic 

resistance in eight rural provinces. Specifically, Zhao 

et al. (2010) studied the fluoroquinolone, 

sulfonamide and tetracycline drug classes which 

respectively account for 15%, 12% and 14% of the 

total amount of antimicrobials used in human and 

livestock populations in China. The use of similar 

drugs in animals and in humans could affect the 

treatment of human infections in the future. For 

example, Acar et al. (2000) attempted to answer this 

concern by suggesting that the rise of vancomycin-

resistant enterococcal (VRE) infections in one 

European community arose from farmers using a 

glycopeptide antibiotic, avoparcin, as a growth 

promoter in their livestock. Avoparcin and 

vancomycin have similar chemical properties, which 

could explain why VRE rose in this area. 

  

Antibiotics in the Environment 

Antibiotics and antibiotic resistant genes (ARGs) 

enter the environment in various ways. According to 

Alcock et al. (1999), the majority of antibiotics are 

water-soluble meaning animals absorb them at a low 

rate in their gastrointestinal tract excreting 30-90% of 
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the parent compounds in their feces or urine. The 

excretion rate of antibiotic residues and ARGs, 

however, depend on the type of drug, the dose, and 

the age of the animal (Katz, 1980). The high presence 

of antibiotics in feces thus represents an 

environmental and human health concern as land 

application of manure is a common practice around 

the world (Zhao et al., 2010). Exposing bacteria in 

the soil to the antibiotics and ARGs present in the 

manure has the potential to create reservoirs of 

resistant traits in soil bacteria, which could ultimately 

affect human health upon consumption of food from 

these fields (Knapp et al., 2010). Terracumulation, or 

the amount of accumulated antibiotics and ARGs in 

the soil, will thus become a huge concern when the 

rate at which the antibiotics deposited on the soil 

surpasses the rate of degradation (Michigan State 

University, 2015). The accumulation of antibiotics in 

aquatic environments also concerns those involved 

with aquaculture because aquatic creatures, such as 

farm-raised salmon, are also susceptible to infectious 

diseases (Huang et al., 2015). On these farms, 

antibiotics are administered to the animals and there 

is a major risk of antibiotic resistance developing in 

bodies of water that has the ability to transfer to the 

humans drinking that water (Driscoll and Crank, 

2015). Thus, soil types, irrigation patterns, 

fertilization techniques, age of animals, amount of 

antibiotic used, and sanitation techniques all play a 

part in the dissemination of antibiotic resistance 

(Knapp et al., 2010; Katz, 1980; Tao et al., 2014).  

 

Discussion 

As mentioned above the transmission of 

antibiotic resistance to humans can happen in various 

ways. In this section, I will provide evidence for this 

transmission and examine controversies in the debate.  

 

Antibiotic Resistance Spread through Fecal Matter 

According to Zhao et al. (2010), antibiotic 

residue excreted into animal manure enters the 

environment one of two ways: (1) using manure as 

fertilizer or (2) entering as sludge after manure 

collection and storage. These processes result in the 

accumulation of antibiotics in agriculture fields and 

adjacent areas to the farms (Roman et al., 1999) and 

add a dramatic amount of bacteria with ARGs to the 

soil (Heuer et al., 2011b). Zhao et al. (2010) found 

that multiple classes of antimicrobial compounds 

could be detected in manure samples, and the 

compounds present were dependent on type of 

animal, geographical locations and prescribing habits. 

Mathew et al. (1999) demonstrated that increased 

incidence of antibiotic resistance in nursery pigs was 

a result of pathogens colonizing young pigs at an 

increased rate and an increased use of antibiotics. The 

antibiotics used led to single and multidrug resistance 

patterns (Mathew et al., 1999). Of note, Zhao et al. 

(2010) tested fecal samples from swine, cows, and 

chickens while Mathew et al. (1999) tested only pigs. 

Both studies explain how the type of animal on the 

farm factors into the amount and type of antibiotic 

present in the manure. Heuer et al. (2011b) decided to 

examine manure spreading further by comparing 

fields without manure, with manure and with manure 

treated with antibiotics. Specifically, Heuer et al. 

(2011b) tested the impact of a sulfonamide drug, 

sulfadiazine (SDZ), on the presence of two ARGs, 

sul1 and sul2. They found that manure treated with 

SDZ results in an increase of ARGs (Heuer et al., 

2011b). Knapp et al. (2010) provides further evidence 

of an increase in ARGs overtime with their 

examination of five-long term soil-series in The 

Netherlands from 1940 to 2008.  

Furthermore, when the active ingredients 

penetrate to the upper soil layer, there is the potential 

that the antibiotic residues will runoff into 

groundwater or surface bodies of water from which 

humans draw their drinking water (Jongbloed and 

Lenis, 1998). Since humans receive constant 

exposure to bacteria in their environments due to the 

accumulation of ARGs in the soil, the world is 

experiencing an increase in antibiotic resistance, 

which threatens infectious disease therapies (Heuer et 

al., 2011b).  

 

Handling Live Animals and Contaminated Meat 

Those workers employed by large-scale animal 

operations are at risk of becoming colonized by 

resistant organisms because they come in contact 

with hundreds of animals that have been treated with 

antibiotics and that subsequently have developed 

resistant pathogens due to the mechanisms previously 

mentioned (Gilchrist et al., 2007). Armnad-Lefevre et 

al. (2005) conclude that resistant organisms 

frequently move from pigs to pig farmers. Levy et al. 

(1976a) tested farms with chickens raised with and 

without feed containing tetracycline, a human 

antibiotic, to track the spread of tetracycline-

resistance. On farms without tetracycline 

supplements neither the farmers nor the animals 

tested positive for resistance in their intestinal flora 

(Levy et al., 1976a). After implementation of 

supplements, 31.3% of samples from farm members 

and 6.8% of samples from neighbors showed 

tetracycline-resistance (Levy et al., 1976a). This 

result suggests a transmission of antibiotic resistance 

from animals to humans. Van den Bogaard et al. 

(2001) elucidated a similar trend in turkeys and 

turkey farmers in the Netherlands by establishing a 

transmission route of ciprofloxacin-resistance. 

Controversy arises here on whether resistance can 
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actually travel from animals to humans. Many studies 

on this topic involved the use of serotyping, a method 

to subcategorize strains of Escherichia coli (van den 

Bogaard et al., 2001). This technique examines the o-

antigen on the surface of the E. coli, which is the 

outermost part of the lipopolysaccharides that line the 

surface of this bacteria. These antigens can be used to 

track the origins of bacterial strains and provide 

evidence for or against the transmission of resistance 

from animals to humans (Linton et al., 1977; Shooter 

et al., 1974). For instance, Linton et al. (1977) found 

the same serotype in chickens and in humans 

suggesting a transmission route. In contrast, Shooter 

et al. (1974) complicates the issue by providing some 

evidence that animal and human strains of E. coli 

come from two separate resistance pools. This issue 

has several perspectives, but some can agree that as 

the number of resistant bacteria increase within a 

food animal population, the probability of 

transferring resistance to human populations will rise 

(van den Bogaard et al., 2001).  

Wastewater Treatment Plants 

Another way that ARGs and antibiotic residues 

leave farms is through wastewater treatment plants 

that are either on the farm property or nearby (Tao et 

al., 2014). Five ARGs were tested at four common 

sanitation steps on six farms in Taiwan (Figure 4) 

(Tao et al., 2014). According to Tao et al. (2014), 

ARGs were higher in anaerobic units, and lower in 

aerobic tanks and at the effluent. Although the 

anaerobic tank induces growth of resistant bacteria, it 

is still a necessary step in the sanitation process (Tao 

et al., 2014). These plants should increase the amount 

of time that the water is exposed to the sun and 

increase oxygen content to promote the degradation 

of organic compounds by aerobic bacteria (Tao et al., 

2014). Overall, these plants effectively remove 

bacteria from the water, but there is still more work 

to do in order to combat more ARGs and increase the 

purification level of the water (Tao et al., 2014).  

 

Figure 4: Flowchart illustrating the process that wastewater from six swine farms in Taiwan follows. The dirty water full of ARGs enters at the 
screen separator step and theoretically is clean at the effluent stage when it is released back into the environment (Tao et al., 2014). 

 

 

Aquaculture 

Specific antibiotic resistant determinants have 

been discovered in isolates from both aquaculture and 

clinical settings suggesting a connection between 

food animals and humans (Huang et al., 2015). For 

instance, McIntosh et al. (2008) detected ARGs, 

blaCYM-2, sugE, and blc, in Aeromonas salmonicida 

ssp isolated from an Atlantic Canadian salmon farm 

that were identical to genetic elements widely 

distributed in clinical and food-borne Salmonella and 

other Enterobacteriaceae in Asia and the United 

States. Huang et al. (2015) tested 4767 isolates from 

an aquaculture ecosystem and found that 3771 or 

79.1% exhibited resistance to more than one 

antibiotic. The majority of isolates from this 

ecosystem and the fish were found to be resistant to 

two or more antibiotics (Huang et al., 2015). Also, if 

the fish feed is not processed properly in the 

manufacturing step, a high risk of spreading 

antibiotic resistance down the food chain will result 

because the antibiotic resistant bacteria are allowed to 

persist in the environment (Huang et al., 2015). 

Multidrug-resistant bacteria, however, were found in 

fish farms that had no history of antibiotic use, which 

complicates this puzzle (Huang et al., 2015). Multiple 

factors, such as antibiotic resistant rich fish feed or 

environmental factors, thus intersect with the 

development of resistance besides the amount of 

antibiotics administered to animal populations 

(Huang et al., 2015).  
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Solutions 

Now that we have outlined a few various routes 

of resistance transmission from animals to humans, 

we need to address possible solutions to this public 

health issue. At the most basic level, Gilchrist et al. 

(2007) recommends reducing animal crowding, 

improving hygiene, controlling temperature and 

ventilation, and reducing stress on the animals in 

order to help the animals better resist disease. If 

farmers can prevent disease spread in the first place, 

antibiotic use and development of resistance will not 

be a concern. As for the wastewater treatment plants, 

using solid reservoirs rather than earthen waste 

lagoons could prevent manure contamination 

(Gilchrist et al., 2007). The WHO (2001) implores 

veterinarians to use antibiotics prudently and to 

develop guidelines for antibiotic use for the 

populations they serve. For food animal producers, 

the WHO (2001) agrees with Gilchrist et al. (2007) 

that these farms need to improve hygiene and adds 

that they should reduce the amount of AMGPs they 

use while trying to improve animal husbandry. 

Seppala et al. (1997) provides support for the benefits 

of reducing antibiotic use. They found a 50% 

reduction in macrolide-resistant group A streptococci 

in Finland after farmers reduced the administration of 

macrolides to their animals (Seppala et al., 1997). 

This solution, however, is not as simple as it seems 

because Enne et al. (2001) found that a 6.2% increase 

in frequency of sulfonamide resistance followed a 

98% decrease in sulfonamide prescriptions in the UK 

during the 1990s. Reversing antimicrobial resistance 

depends on several factors, such as rates of 

reacquisition of resistance and mutations that cause 

changes in microbial physiology to reduce the fitness 

costs of ARGs (Johnsen et al., 2009). Thus, in order 

to make a large impact on slowing down or 

preventing the spread of antibiotic resistance people 

must have a holistic approach. Most importantly, we 

must continue to monitor trends in the spread of 

antibiotic resistance, such as those trends exemplified 

by the Danish with their Danish Integrated 

Antimicrobial Resistance Monitoring and Research 

Program (DANMAP) (Michigan State University, 

2015). Programs, such as DANMAP, will help us 

quantify and qualify the problem.   

 

Summary 

The spread of antibiotic resistance has been on 

the rise since the first prescription of the first 

antibiotic, penicillin, in the 1940s (CDC, 1999). In 

1998, the Institute of Medicine estimated the annual 

cost of infections due to antibiotic resistant bacteria 

fell between $4 and $5 million (McGowan, 2001). 

From the evidence presented above, I argue that 

large-scale feedlots and aquaculture are contributing 

to the spread of antibiotic resistance worldwide. In 

summary, overcrowding, poor sanitation and 

antibiotic usage are the major factors that further 

spread antibiotic resistance in our food and our 

environments. Unless we can find new alternatives or 

develop new antimicrobials, we could move into an 

era in which we no longer have treatment options for 

clinical infections (Johnsen et al., 2009).  

Future Work  

Research is needed to determine alternatives to 

antibiotics, such as probiotics or promising vaccines 

(Gilchrist et al., 2007). Probiotics can add beneficial 

bacteria to the GI tract of food animals, which could 

potentially help them resist infections caused by 

pathogenic bacteria (Gilchrist et al., 2007). Farms 

and slaughterhouses also need to investigate ways to 

prevent the spread of resistance through the air, water 

and direct contact to workers in order to protect their 

employees and neighbors from unnecessary drug 

resistant infections (Gilchrist et al., 2007). The 

federal government could also play a role in 

regulating farms and slaughter houses. The general 

populace has the power to appeal to their legislators 

to pass further restrictions to control antibiotic usage 

in order to protect the environment and themselves. 

Society must be aware of what goes into their food 

and the potential effects on future generations and the 

environment.  
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